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ABSTRACT 
Gaze-Hand Alignment has recently been proposed for multimodal 
selection in 3D. The technique takes advantage of gaze for target 
pre-selection, as it naturally precedes manual input. Selection is 
then completed when manual input aligns with gaze on the target, 
without need for an additional click method. In this work we evalu-
ate two alignment techniques, Gaze&Finger and Gaze&Handray, 
combining gaze with image plane pointing versus raycasting, in 
comparison with hands-only baselines and Gaze&Pinch as estab-
lished multimodal technique. We used Fitts’ Law study design with 
targets presented at diferent depths in the visual scene, to assess 
efect of parallax on performance. The alignment techniques out-
performed their respective hands-only baselines. Gaze&Finger is 
efcient when targets are close to the image plane but less perfor-
mant with increasing target depth due to parallax. 
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• Human-centered computing → Mixed / augmented reality; 
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1 INTRODUCTION 
Object selection at-a-distance is a fundamental task for interaction 
with 3D environments in Augmented (AR), Virtual (VR) and Mixed 
Reality (MR). Researchers have long investigated the design of re-
mote pointing techniques to extend users’ manual reach across the 
vast space aforded by virtual environments [26]. This is typically 
solved by handing a tracked controller to the user, but it is highly 
challenging with a freehand gestural interface. Hand gestures are 
appropriate for close-up, reachable user interfaces that aford direct 
grasping and manipulation of objects – but they do not intuitively 
scale into distance. We therefore investigate how gaze, as input that 
naturally extends from near to far, can enhance the user’s manual 
pointing. 

As such, recent work has proposed Gaze-Hand Alignment (GHA) 
as a novel mechanism for selection of objects by spatial alignment 
of the gaze ray with a manual pointer on the target [21]. The tech-
nique can be viewed as a gaze pointing technique where moving 
the manual pointer into the line of sight to the target acts as a selec-
tion trigger. Conversely, it can also be viewed as a manual pointing 
technique where input is only triggered on targets that the user is 
simultaneously looking at. GHA can be implemented as an image 
plane Gaze&Finger technique for perspective-based pointing with 
a fnger at a target, or alternatively as Gaze&Handray technique 
with a ray cast from the hand to align a projected cursor on the 
target. Key to the technique, in either case, is the implicit coordi-
nation of eye and hand, as gaze naturally guides manual pointing 
by looking ahead to objects intended for selection. Even though 
two modalities are involved, they are integral in a single action of 
pointing. 

Visual alignment of input from gaze and hand is compelling in 
the way it leverages natural eye-hand coordination, but it is also 
prone to parallax issues. How fnger or cursor lines up with a target 
will appear diferent from left versus right eye. Normally, one eye 
will dominate vision subconsciously, but this is not always the 
same eye as switches occur dynamically [2]. Gaze input techniques, 
therefore, rely on an approximation of the line of sight by a vector 
projected from a central position between the eyes. The discrepancy 
between the projected gaze vector and the actual line of sight results 
in an apparent shift of the fnger or cursor relative to the target. 

https://doi.org/10.1145/3544548.3581423
https://doi.org/10.1145/3544548.3581423
https://doi.org/10.1145/3544548.3581423
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The parallax efect becomes more pronounced when one object is 
close to the eyes, for example, the fnger in image plane pointing, 
while the other is at a greater distance from the eyes. 

In prior work, GHA was studied for selection in contextual menus 
in augmented reality [21], where parallax was mitigated by initially 
warping the menu closer for fnger input, or spawning a cursor at 
the menu’s depth in the scene. In this work, we study GHA for the 
general case of object selection in 3D without prior adjustment of 
input or target depth. We evaluate Gaze&Finger where input oc-
curs at a close distance from the eyes, and Gaze&Handray where 
default cursor feedback is at infnite depth. We compare the tech-
niques with three existing baselines: Handray with pinch gesture 
to trigger selection1; HeadCrusher for image plane pointing and 
pinch selection of targets in the line of sight [34]; and Gaze&Pinch 
using gaze to point and pinch to select [32]. All fve techniques 
are compared in a Fitts’ Law study design with a circular layout of 
targets, presented at diferent levels of depth in the scene to assess 
the efect of diferences in depth between input and target. 

Our results contribute the following fndings and insights: 
• Techniques ordered from high to low throughput are: 
Gaze&Handray (2.09), Gaze&Pinch (2.06), Gaze&Finger (1.86), 
Handray (1.39), HeadCrusher (1.32). 

• Target depth (and associated parallax) has a detrimental efect 
on performance of image plane techniques, but less pronounced 
with Gaze&Finger than with HeadCrusher. 

• HeadCrusher was perceived least favourable technique and 
resulted in the lowest performance. 

• Gaze&Handray resulted in highest performance and most pref-
erences, indicating a viable approach next to Gaze&Pinch. 

• We fnd that all techniques except for Handray are afected by 
target amplitude. 

• Overall all three gaze-assisted techniques outperformed manual 
pointing techniques for our tested target size of 3°. 

2 RELATED WORK 

2.1 Interaction Techniques in 3D 
The two primary interaction metaphors for object selection in a 3D 
world are the virtual hand and the virtual pointer [38]. The virtual 
hand afords direct manipulation, i.e., to directly grasp and manipu-
late objects with the hands – a natural form of communication and 
easy to learn. Virtual pointer adds the capability to interact with 
objects that are out of reach, through pointing a ray into the dis-
tant scene and a confrmatory action. Virtual pointers are typically 
implemented with controllers (e.g., [1]), but more and more devices 
support interaction via freehand gestural UIs as controllers may 
not be available to or preferred by users. This poses a challenge as 
gestures do not intuitively scale to distant selection. 

A currently deployed technique on the HoloLens 2 and Meta 
Quest is Handray, which integrates two diferent types of gestures 
of the nature dimension [35], metaphorical pointing with a ray that 
projects from the user’s palm toward the scene and symbolic pinch 
to confrm selection. This addresses gestural pointing at-a-distance, 
but also comes with constraints. It is susceptible to the Heisenberg 
problem [49]: a pinch gesture will inadvertently afect the pointing 

1Point and Commit, Microsoft, https://docs.microsoft.com/en-us/windows/mixed-
reality/design/point-and-commit (accessed 12/09/22) 

ray, making it difcult to accomplish the selection accurately. As 
well, gestural interfaces are prone to physical exertion (Gorilla Arm 
problem [15]), making it difcult to interact over a longer period of 
time. 

Image Plane techniques introduced by Pierce et al. [34] are a type 
of hybrid interaction inspired by 2D desktop interaction. They con-
sider the 3D world as a 2D image plane from the user’s perspective. 
Through a virtual hand in the user’s line of sight, users can frame 
far-away objects. One prominent technique is the HeadCrusher, 
which uses pinch to confrm a selection of the object in the image 
plane. As the authors discuss, an important challenge of image 
plane techniques is the parallax efect, which happens when users 
perceive the close-by hand and distant object at diferent depths. 
The technique is used in our study as a baseline to examine the 
impact of parallax on remote target selection. 

2.2 Gaze-based Interaction in 3D 
Eye-tracking sensors are becoming a standard feature in head-
mounted displays. Gaze input has been shown to be fast and efcient 
for computer selection tasks [43, 46], and as a suitable modality 
for a synergistic combination with manual input [51]. There is 
increasing interest in exploring how gaze can advance the inter-
active capabilities in XR [36], and in particular to assist manual 
interaction [17, 21, 32, 50]. However, studies that compare gaze 
to hands are inconclusive, as some works show superiority of 
gaze [21, 43, 46], some works fnd no signifcant diferences in 
user performance [19, 20, 50], others show the superiority of man-
ual pointing [9, 12, 13, 33]. It comes down to the specifc interaction 
technique and task design for gaze, hand, or combination thereof. 
E.g., a dwell time can be faster than mouse clicking [43], but dwell 
time is naturally more susceptible to accidental activations (the Mi-

das Touch problem [14]). Yu et al. have compared multimodal gaze 
and controller to manual-only techniques for object manipulations, 
fnding no performance benefts [50], which can be attributed to 
the maturity of the controller for remote pointing. 

Researchers proposed gaze input to assist hand gestures. As 
pointed out by Chatterjee et al. [7], gaze and gesture modalities are 
highly complementary to one another since the eye movements 
are quick, coarse, and efortless, while the hands are excellent at 
continuous manipulation and expressive gesturing. A popular vari-
ant is to couple two-fnger pinch gestures with the gaze-selected 
target [17, 18, 28, 32, 39] (Gaze&Pinch), as pinch gestures are in-
herently efcient as input medium [41]. Pfeufer et al. [32] explored 
this principle in VR, pointing out that it has distinct advantages 
to gestures (interaction over distance) and controllers (no need 
to carry an extra physical device). In a study of gaze pointing in 
VR, Mutasim et al. found that the use of pinch confrmation is a 
reasonable alternative to button clicks [28]. As well, Lystbæk et al. 
[21] showed that it is one of the fastest methods for current AR de-
vices to perform selections. As such, we include it as a multi-modal 
baseline. 

2.3 Spatial Alignment-based Techniques 
Early works that could be considered as predecessors are Bier et 
al.’s Toolglass and Magic Lenses [3] – e.g., to apply a colour theme 
to a graphical element in the canvas, a two-handed UI is proposed 

https://docs.microsoft.com/en-us/windows/mixed-reality/design/point-and-commit
https://docs.microsoft.com/en-us/windows/mixed-reality/design/point-and-commit
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where one hand moves a tool palette over objects, and mouse in 
the other hand clicks "through" the tool to apply it to the object. 
The spatial alignment of two layers is a key enabling technique. 
In 2019, Mardanbegi et al. adopted this concept to 3D and eye-
tracking interfaces in the EyeSeeThrough [25] concept. Here, users 
can spatially align the virtual tool palette in 3D space by hand or 
head movement, and gazing through a tool toward an object applies 
the efect. Related is also work that used alignment through eye 
gaze and head-based raypointing for interaction with 3D UIs, such 
as Eye&Head Convergence [44] and Look & Cross [45]. A common 
concept is that gaze provides a "pre-selection" – a prerequisite for 
a selection, that the eyes are on the same target in space as the 
supplementary ray. 

Lystbæk et al. [21] proposed the GHA concept, which specifes 
interaction enabled through the spatial alignment of both gaze and 
hand-controlled ray for a command invocation. Direct gestures 
(Gaze&Finger) and indirect cursor (Gaze&Hand) were evaluated 
as hand-controlled in the context of remote menu control [21] 
and close-by text entry [20]. In the menu selection task, users 
were faster with the techniques than the standard pointing tech-
nique in AR (Handray). As such, it raises the question of whether 
GHA can become useful as a standard interaction technique for 
remote selection in 3D environments. To assess their suitability, 
we must frst provide a better understanding of three points: (1) 
The prior study focused on specifc menu designs– but what about 
the speed-accuracy trade-of in a general object selection task? 
(2) Gaze&Finger introduces potential parallax problems which 
were circumvented by automatic warping [27], but this is limited 
to object-based worlds – so, what is the efect of target depth on 
performance with the general-case Gaze&Finger technique? (3) 
The Gaze&Hand technique required a two-step approach to place 
a cursor at the target depth, which however is infeasible in general 
UIs as this information is not known apriori – How can we adapt 
the technique that is efcient for general selections? 

3 INTERACTION TECHNIQUE DESIGN 
This paper investigates the performance of two GHA techniques 
Gaze&Finger and Gaze&Handray (Figure 1) in comparison with 
three baselines for the selection of targets at diferent distances from 
the user in the 3D environment. The techniques have diferences 
in their input structure, e.g., gaze-based vs. manual pointing, but 
partially share properties, such as the use of perspective-based 
pointing. All techniques involve two steps, namely pointing and 
selection. The main conceptual components of GHA are 1) the 
use of the user’s gaze direction and an additional hand-controlled 
manual pointer and 2) the alignment of these two modalities. 

3.1 Gaze&Finger 
Lystbæk et al. [21]’s Gaze&Finger employs the user’s gaze in com-
bination with a manual pointer, starting from between the user’s 
eyes, through the user’s index fnger, to the scene. The technique 
appears to the user as if directly touching a target through the im-
age plane. As shown in Figure 1a, the user’s gaze is used for target 
pre-selection while the selection is confrmed by the alignment of 
the user’s index fnger with their line of sight. Meaning, the user 

frst looks at the target of interest and then moves their index fnger 
to the same target to confrm selection. 

3.2 Gaze&Handray 
Gaze&Handray is a new interaction technique based on GHA. The 
concept is similar to Gaze&Hand of [21], but has distinct interac-
tion properties. Gaze&Hand used relative mapping where input 
and target space are diferent. This required a method to instantiate 
a cursor to establish the mapping. Thus, a prior step was introduced 
where users dwell at an area to instance a cursor. However, their 
study showed that it did not work well as performance was lower 
than other multi-modal gaze-based interaction techniques. 

Gaze&Handray, in contrast, uses a hand-ray projected from 
the user’s palm for the alignment with gaze. Thus, it is based on 
the virtual pointer metaphor using absolute raypointing. As shown 
in 1b, the user’s gaze is used for target pre-selection, while the 
selection is confrmed by the alignment of the user’s hand-ray 
pointer in their line of sight. I.e., the user (1) looks at the target 
of interest and (2) moves the hand-ray cursor to the same target 
to confrm selection. The hand-ray used is the same as that of the 
Handray technique, provided by MRTK, including a cursor at the 
end of the hand-ray. Users can control the direction of the hand-ray 
by moving their hand in relation to their body, meaning that the 
rotation of the user’s hand does not infuence the direction of the 
ray. 

3.3 Technical details 
An important diference in the implementation of the GHA tech-
niques for this paper, as compared to [20, 21], is how alignment of 
the gaze and manual pointers is determined. In the prior work, the 
alignment was determined when both pointers hit the same object, 
which is a simple and robust procedure. This assumes an object-
based UI, where it is clear where the targets are. This precludes the 
possibility to point at any pixel on the screen. For this reason, we 
enhance their selection algorithm by making it object-independent. 
We determine alignment to occur when the end-points of the gaze 
and hand-controlled pointer rays on the target depth’s plane are 
within a threshold. For Gaze&Finger, the vector end-points are 
where the gaze ray and ray from the head through the index fn-
ger intersect on the depth of the target. For Gaze&Handray, the 
end-points are where the same gaze point and where the hand-ray 
cursor intersects with the depth of the target. Through pilot tests, 
we found that 1.5◦ in visual angle can work well. The selection will 
be triggered at the gaze-selected target. 

Furthermore, we apply fxation fltering to flter out quick sac-
cadic movements to limit the likelihood of aligning the two pointers 
while the eyes are saccadic. We do this by 1) recording the last gaze 
from 150�� ago [4], 2) checking the angle between the raw current 
gaze and the stored gaze 3) if the angle is less than 4◦, then update 
the fxation gaze immediately, otherwise disable the fxation gaze 
pointer as a saccade has occurred. The reason for the 150�� is to re-
fect human visual processing time, while the 4◦ of angle threshold 
is to allow for smaller eye movements. 
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(a) Gaze&Finger. (b) Gaze&Handray. 

Figure 1: Two techniques based on the GHA principle. 

Handray HeadCrusher Gaze&Pinch Gaze&Finger Gaze&Handray 

Pointing Hand-ray casting Perspective (index fnger & thumb) Eye-gaze ray Eye-gaze ray Eye-gaze ray 

Selection trigger Pinch gesture Pinch gesture Pinch gesture 
Gaze-Hand Alignment 
(index fnger) 

Gaze-Hand Alignment 
(Hand-ray casting) 

Modalities Hand Hand Gaze and hand Gaze and hand Gaze and hand 
Interaction metaphor Virtual pointer Virtual hand Virtual hand Virtual hand Virtual pointer 

Gesture Type Motion (rotate hand) + 
Symbolic (pinch) 

Motion (point) + 
Symbolic (pinch) Symbolic (pinch) Motion (point fnger) Motion (rotate hand) 

Selection space 3D Image plane 3D Image plane 3D 

References (same) HoloLens 2 Pierce et al [34] 
Gaze + Pinch [32], 
Mutasim [28], 
HoloLens 2 

Gaze&Finger [20, 21] 

Hales et al. [11], 

References (similar) 

Meta quest 2, 
Go-go [37], 
HOMER [5], 
Hand Ray-casting [26] 

Velloso et al. [47], 
GG Interaction [40], 
Gaze+Gesture [7], 
Gaze-touch [30], 

Air-tap, 
Sticky Finger [34], 
EyePointing [42], 
Look & Cross [45] 

Gaze&Hand [20, 21], 
Look & Cross [45], 
EyePointing [42] 

Zhang et al. [52] 
Table 1: Summary of similarities and diferences between the techniques we study. 

3.4 Advantages and limitations 
A summary of shared and distinct interaction properties of the two 
techniques is provided in Table 1, where the techniques are set in 
context to related techniques from the literature. What distinguishes 
the two GHA techniques is it leverage on eye-hand coordination 
patterns. Most of the time, the eyes are on the target before users 
move the manual ray. Thus, this reduces to a technique where users 
simply point at the target they visually focus on. In contrast to the 
Handray, the additional step of confrmation with a pinch gesture 
is eliminated. Thus, there is a potential for a very fast selection. 
However, with the alignment angle change, there is potential for 
accidental errors (Midas Touch problem [14]) when the user’s gaze 
and manual pointer happen to be in angle alignment away from 
the target. Additionally, a limitation with Gaze&Finger is parallax, 
as the visual occlusion of a target means that the hand and distant 
object are often at diferent depths, with further depths leading 
to more pronounced parallax issues. These lead us to conduct a 
comparative user study. 

4 EVALUATION 
We designed a Fitts’ Law based user study where participants se-
lected targets at three diferent depths and amplitudes with fve 
diferent techniques, to address following research questions (RQ): 

RQ1: How does varying target depth afect the user’s performance?. 
Gaze&Finger has been shown as a promising technique in a prior 
study, but as an image plane technique, it is principally susceptible 
to the parallax problem. However, the efect on performance is 
not clear, e.g. in comparison with image plane techniques such as 
HeadCrusher that do not rely on gaze alignment. 

RQ2: How does the new Gaze&Handray technique fare compare 
to other gaze and manual techniques? Gaze&Handray provides a 
new input method that uses gaze and raypointing. Prior research 
examined a related technique (Gaze&Hand), suggesting a trade-of 
of reduced physical efort but diminished performance [20, 21]. 

RQ3: How does varying target amplitude afect the user’s perfor-
mance? For manual approaches, the movement time often rises with 
amplitude, whereas this is diferent for gaze pointing. We examine 
user performance over amplitudes for multimodal strategies that 
leverage both pointing metaphors, as the outcome is still uncertain. 

RQ4: How do multi-modal gaze-assisted techniques compare to 
manual techniques regarding selection efciency? As discussed in 
the Related Work, recent work indicates gaze and gesture-based 
techniques are superior to gesture-based raypointing [21]. How-
ever, as the more general case of manual vs. gaze pointing led to 
mixed results across studies [17, 31, 43, 51], we provide important, 
standardised empirical data. 
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(a) Gaze&Finger. (b) Gaze&Handray. (c) Gaze&Pinch. (d) Handray. (e) HeadCrusher. 

(f) Gaze&Finger. (g) Gaze&Handray. (h) Gaze&Pinch. (i) Handray. (j) HeadCrusher. 

Figure 2: Examples of the techniques’ operation in the user study from outside (a-e) and user perspective (f-j). A red line (f, g, h) 
indicates the user’s gaze. 

4.1 Participants 
We recruited 20 participants (10 female, 10 male) via email and word 
of mouth inside and outside of the local university. The users’ back-
grounds were mixed, with people of various (non-) technical exper-
tise. Participants’ age ranged from 20 and 40 (� = 26, 85, �� = 4.95). 
All were right-handed, 8 wore glasses, and 5 wore contact lenses. 
On a scale between 1 and 5, participants rated themselves as having 
little to moderate experience with AR/VR/XR (� = 2.80, �� = 1.50), 
3D hand gestures (� = 2.55, �� = 1.49) and eye-gaze interaction 
(� = 2.20, �� = 1.24). 

4.2 Baselines 
We compare against three baselines techniques. Example views of 
all fve techniques in our study are shown in Figure 2. 

4.2.1 Gaze&Pinch. Gaze&Pinch is an interaction technique that 
utilises the user’s gaze for pointing, and a pinch close-open ges-
ture as confrmation [7, 32, 47]. The Gaze&Pinch technique uses 
the MRTK solution with standard parameters. We apply the same 
fxation fltering as for the GHA techniques to flter out jittery 
motion. 

Figure 3: An illustration of the HeadCrusher technique [34] 
as one out of three baselines of our study. 

4.2.2 Handray. Handray is an interaction technique that utilises 
a hand-ray projected from the user’s palm and confrms by a pinch 
close&open gesture. We use the implementation provided by MRTK, 
with a cursor at the end of the hand-ray2. 

4.2.3 HeadCrusher. HeadCrusher is an interaction technique 
that enables pointing by a ray cast from between the user’s eyes, 
through the mid-point of the user’s index fnger and thumb (Fig-
ure 3). Then, the user performs a pinch gesture (close&open) to 
confrm the selection of the target, as if “crushing” the remote tar-
get between the user’s fngers. We implemented the technique as 
in Pierce et al. [34]. We limit the pinch selection point to be at most 
2�� from the user’s thumb as it improved pinch gesture detection. 
We added a cursor at the pinch point at the depth of the user’s 
fngers, to provide feedback on where the intersection point was. 
The size of the cursor was 0.3◦ like MRTK’s Handray cursor. The 
pinch gesture detection is provided by MRTK and uses its standard 
parameters. 

4.3 Apparatus and Experimental Setup 
The techniques listed were implemented using the Mixed Reality 
Toolkit (MRTK) in Unity on the Microsoft HoloLens 2 (43° x 29° 
FOV), which supports hand and eye tracking (1.5° viewing angle 
accuracy). During the study, the participants stood 3 meters away 
from a clear wall in a large, quiet room, cf. Figure 2. The eye tracker 
was calibrated for each study participant at the start. The study 
tool showed the four white corners of the FOV to the user. The 
participants were shown a grey circular area, on which a virtual 
2D target appears after each selection. Each target was arranged 
on a plane. The click-up event applies to the GHA techniques, and 
the click-down event applies to the pinch techniques. Furthermore, 
to aid gaze fxation, all targets were designed with a black dot in 
the centre. 

2Point-and-commit: https://docs.microsoft.com/en-us/windows/mixed-reality/design/ 
point-and-commit#hand-rays - accessed 13-09-2022 

https://docs.microsoft.com/en-us/windows/mixed-reality/design/point-and-commit#hand-rays
https://docs.microsoft.com/en-us/windows/mixed-reality/design/point-and-commit#hand-rays
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Figure 4: Fitts’ Law task design with three target amplitudes 
(6.93°, 15.84°, 29.69°), and three depth planes (0.5m, 1m, 2m). 

4.4 Task 
The experimental task is illustrated in Figure 4. The task is a point-
and-select task, where the system displays a single target that 
should be selected. The target was a fat, user-oriented 2D circular 
shape. We fxed the target size to a value of 3°, as we are primarily 
interested in depth and amplitude factors. It also minimises the 
potential efect of eye-tracking inaccuracies in the data collection. 
After each selection, a new target appeared on the opposite side at 
the same depth. The target was white by default and received visual 
feedback when pointing (yellow), successful selection (green), and 
error selection (red). 

4.5 Procedure 
Participants were frstly briefed on the study and flled out consent 
and demographic forms. The system-internal eye tracker calibration 
with the Microsoft HoloLens was performed at the beginning so 
that the eye tracking was correctly set for the study participant. 
The operation of each interaction technique was explained before 
each run. We used a 1-minute training with six targets so that 
the users can familiarize themselves with the technique on the 
one hand, and to avoid learning efects on the other hand. Then, 
participants performed the tasks with the instruction to be as fast 
and accurate as possible. After each technique, participants flled 
out a questionnaire and therefore had a rest of 2-3 minutes between 
techniques. After all techniques were tested, the study participants 
fnally ranked all fve techniques. The study duration was around 
50 minutes. 

4.6 Study Design 
The study used a within-subject design with three independent 
variables, which order of conditions is counterbalanced. The study 
was carried out in a calm room while the participant was standing 
freely. Subjects were free to position their arms close to their body 

to avoid arm fatigue. We employed a 5×3×3 design of the following 
variables: 
• Techniques: We compare the following interaction techniques: 
Gaze&Finger, Gaze&Handray, Gaze&Pinch, Handray and 
HeadCrusher. 

• Depth: How far the target is away from the user (0.5m, 1m, 2m). 
We chose 0.5m as a typical depth for close-ranged UIs, and 2m 
as a far depth to induce parallax (farther depths do not visibly 
increase parallax issues). 

• Amplitude: We test the following amplitudes: 6.93◦ (3.5° circle 
radius), 15.84◦ (8° circle radius), and 29.69◦ (15° circle radius). 
The small distance was chosen as the smallest distance where 3° 
targets do not overlap, and the largest is chosen as a condition at 
the boundary of the device’s FOV. 
Each block involved 11 target selections, where the frst target 

was used for initial target selection and therefore used 10 targets 
in the data analysis. In sum, this results in: 

10 targets × 5 techniques × 3 depths × 3 amplitudes = 450 data 
points per participant. 

4.7 Evaluation Metrics 
• Task Completion Time (TCT): The time it takes to complete 
one task successfully. To determine the TCT of each study par-
ticipant, we captured the time of appearance of a target and the 
time of successful selection by the user. Note that TCT is also 
known as Movement Time (�� ) in literature and equations. 

• Throughput (TP): Throughput is used in the context of Fitts’ 
Law as a dependent variable for point-select techniques to test 
human performance under the infuence of external factors. We 
used the “Shannon formulation” equation [22] according to the 
ISO 9241-9 standard: 

��� 
� � = 

�� 
Where ��� is the efective index of difculty, and �� is the 
movement time determined as follows [23]: 

�� = � + � · ��� 

Where � and � are regression coefcients, and ��� is computed 
by: � � 

�� 
��� = log2 ,

�� + 1 
using the efective width �� and the efective amplitude �� . �� is 
the actual physical movement distance from the selection point 
of the previous target to the selection point of the current target 
from each user for each trial and is computed as follows [24]: 

�� = � + �� 

Where � is the distance from the center of the prior target to the 
center of the current target and �� the adjacent of a right-angled 
triangle (c.f. [24], Fig. 17.8). 

• Efective Width (�� ): can be derived from the distribution of 
“hits”. By using the efective target width, a reduced variation in 
TP can be seen due to the speed-accuracy trade-of. The reduction 
in the variability of TP is thus infuenced by the increase (or 
decrease) in TCT as well as the efective ID. For the calculation, 
we use the standard-deviation method [24]. For each trial we 
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Figure 5: Mean Task Completion Time shown per depth per technique, per amplitude per technique, and per technique overall. 
Error bars indicate 95% confdence intervals. Statistical signifcance shown as * for p < .05, ** for p < .01, and *** for p < .001. 
Signifcant diferences across depths are omitted for clarity. The same is true for amplitudes. 

recorded the current selection coordinate point (x, y) and used SD 
which is a one-dimensional distribution of the selection points. 

�� = 4.133 · ��� 

Where ��� is the standard deviation of �� , and represents the 
measure of accuracy and 4.133 a coefcient. 

• Error Rate (ER): The error quotient results from all trials in 
which there was no successful selection on the displayed target 
object (i.e., a click outside the target). 

• Hand Movement (HM): Hand movement is measured to fnd 
out how much the users had to move their hand on average 
to select the tasks, measured as the accumulated diference in 
palm position between frames. We used hand movement as a 
dependent variable because they can be correlated with physical 
fatigue [50], and it is of interest to understand whether gaze-
based techniques can reduce physical efort compared to full 
manual input. 

• Usability Questionnaire: We used the NASA-TLX question-
naire (Task Load Index) [8] to measure the subjective task load 
of the study participants after each interaction technique was 
performed. By default, the six questions on mental, physical and 
time demands, perceived success, efort and level of frustration 
are used, which the user must rate on a 7-point scale Chan et al. 
[6] from very low to very high. Furthermore, we asked another 
open-ended question about eye fatigue and the users were able to 
comment on their user experience with the respective technique. 
In the end, they ranked the techniques based on their preference. 

4.8 Data Analysis 
We frst have tested the quantitative variables for normality, and 
applied data transformations (reciprocal transformation or Aligned 
Rank Transform (ART) [10, 48]) for non-normally distributed fac-
tors where appropriate. We conducted a three-way (Technique × 
Depth × Amplitude) repeated measures ANOVA tests for the statis-
tical assessment of the quantitative data (with Greenhouse-Geisser 
corrections if sphericity was violated), followed by post-hoc pair-
wise comparisons with Holm-Bonferroni corrections. In case of the 

non-parametric data of the questionnaires, we used a Friedman test 
with post-hoc Conover tests (Holm-Bonferroni corrected). 

We applied data flters to reduce tracking-induced errors. First, 
we found that at times, a double-click was performed instead of 
a single click. This led to immediately fring a selection after the 
prior target, without the user having pointed at a target. As the 
cursor was still on the prior target, it was an obvious error. We, 
therefore, fltered all trials where the pointer was still on the pre-
vious target at the moment of selection. With this, 2.3% of trials 
were excluded, i.e., 1.6% for HeadCrusher, 0.8% for Gaze&Pinch, 
1.7% for Gaze&Handray, 6.4% for Gaze&Finger, 1.2% for Han-
dray. Second, infrequent hand-tracking errors led to outliers in 
the dependent variable Hand Movement. Here we apply a flter 
across techniques, where a trial time exceeds the mean+3 × �� . I.e., 
overall 1.4% (1.3% for HeadCrusher, 0.9% for Gaze&Pinch, 1.4% 
for Gaze&Handray, 2.9% for Gaze&Finger, 0.4% for Handray). 

5 RESULTS 
The TCT, TP, �� , ER, HM, and task load results are shown in Fig-
ures 5, 6, 7, 8, 9, and 11 respectively. For brevity, we report only 
statistically signifcant efects wrt. factor technique (see supple-
mentary material for full analysis). We analysed block efects on 
TCT and ER for learning efects. As no statistically signifcant in-
teraction efects between Technique and Block were found for TCT 
(� 11.57 

608=0.9, p=.645), we use all blocks for 219.97=1.53, p=.117) and ER (� 32 

the remaining analysis. 

5.1 Task Completion Time (Figure 5) 
Regarding the factor technique (�532.83 

.68 = 16.03, p<.001, 
�2=0.22), we fnd that users were faster with Gaze&Finger, 
Gaze&Pinch, Gaze&Handray than with Handray and 
HeadCrusher. The statistical test showed a signifcant 
efect for Depth (�311.67 

.67=25.50, p<.001, �2=0.024), Ampli-
tude (�281.48 

.27=154.58, p<.001, �2=0.200), for Technique× Depth 
(�904.74 

.16=9.13, p<.001, �2=0.033), for Technique×Amplitude 
(�814.31 

.30=9.00, p<.001, �2=0.022) and for Technique×Depth 
×Amplitude 128.69=2.24,p<.036, �=0.008). We fnd that(� 6.77 

https://��814.31
https://��904.74
https://��281.48
https://��311.67
https://��2=0.22
https://��532.83
https://219.97=1.53
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Figure 6: Mean throughput shown per depth per technique, per amplitude per technique, and per technique overall. Statistical 
signifcance shown as * for p < .05, ** for p < .01, and *** for p < .001. 

there are signifcant diferences between 0.5m and 2m for 
Gaze&Finger (�� � � ������ (Δ)=580�� , t(19)=9.22, p<.001) and 
HeadCrusher (Δ=508�� , t(19)=3.92, p=.008) as well as between 
1m and 2m for Gaze&Finger (Δ=272�� , t(19)=3.81, p=.012) and be-
tween 0.5m and 1m for HeadCrusher(Δ=563�� , t(19)=3.59, p=.026) 
and Gaze&Finger (Δ=308�� , t(19)=5.41, p<.001). 
HeadCrusher resulted in slower movement time com-
pared to Gaze&Finger(Δ=895�� , t(19)=5.24, p<.001), 
Gaze&Handray (Δ=939�� , t(19)=6.26, p<.001), and 
Gaze&Pinch (Δ=731�� , t(19)=3.98, p<.008) in Depth 
1m. This also applies to Depth 2m, but only to the tech-
niques Gaze&Handray (Δ=751�� , t(19)=4.96, p<.001) and 
Gaze&Pinch (Δ=882�� , t(19)=5.10, p<.001) and to Depth 0.5m, 
but only to Gaze&Finger (Δ=640�� , t(19)=6.26, p<.001) and 
Gaze&Handray (Δ=432�� , t(19)=3.95, p=.009). The participants 
were signifcantly slower with the technique Gaze&Pinch 
compared to Gaze&Finger (Δ=413�� , t(19)=4.27, p=.003) 
in Depth 0.5m. Furthermore we found that the participants 
were signifcantly slower with the technique Handray com-
pared to Gaze&Handray (Δ=844�� , t(19)=5.01, p<.001) and 
Gaze&Pinch (Δ=975�� , t(19)=5.15, p<.001) in Depth 2m and also 
with Gaze&Finger and Gaze&Handray in Depth 0.5m (p<.001) 
and Depth 1m (p=.009). 

Signifcant diferences were found between 3.5° and 15° 
(p<.001) and as well as between 8° and 15° (p≤.005) for all 
techniques. For Handray (Δ=354�� , t(19)=4.03, p=.005), 
Gaze&Handray (Δ=405�� , t(19)=8.91, p<.001) and 
Gaze&Finger (Δ=94�� , t(19)=4.14, p=.003) there are 
one between 3.5° and 8°. Gaze&Finger led to less TCT 
than Handray (Δ=954�� , t(19)=3.93, p=.008) and Head-
Crusher (Δ=935�� , t(19)=3.81, p=.012) for Amplitude 15°. Further 
Gaze&Finger, Gaze&Pinch and Gaze&Handray led to less TCT 
than Handray and HeadCrusher for Amplitude 8° (p≤.005) and 
Amplitude 3.5° (p≤.014) but Gaze&Handray led only to less TCT 
than Gaze&Pinch Δ=264�� , t(19)=3.64, p=.020) in Amplitude 3.5°. 

5.2 Throughput (Figure 6) 
Throughput provides insight into the user’s performance 
regarding both speed and accuracy. The statistical test 

showed a signifcant efect for Technique (�603.17 
.38=10.05, p<.001, 

�2=0.15), for Depth (�341.83 
.76=19.18,p<.001, �2=0.031), for Am-

plitude (�311.68 
.87=21.66, p<.001, �2=0.027), for Technique×Depth 

(�854.48 
.05=5.10, p<.001, �2=0.035) and for Technique×Amplitude 

(�814.28 
.30=7.70, p<.001, �2=0.029). Among the techniques, users reached 

signifcantly higher throughput (p≤.026) with Gaze&Finger, 
Gaze&Pinch, Gaze&Handray than with HeadCrusher 
and Handray. This confrms that gaze-assisted techniques 
are indeed superior to both manual selection techniques in 
the tested conditions [21]. For the tested conditions signif-
cant diferences were found for Gaze&Finger for all three 
depths (p<.001) and for HeadCrusher between 0.5m and 
2m (Δ=0.51��� , t(19)=3.72, p=.017). In comparison to Han-
dray, Gaze&Finger (Δ=1.00��� , t(19)=5.08, p<.001) and 
Gaze&Handray (Δ=0.86��� , t(19)=4.37, p=.002) resulted in higher 
throughput for Depth 0.5m, and Gaze&Pinch for Depth 2m 
(Δ=0.83��� , t(19)=4.22, p=.004). In comparison to HeadCrusher, 
it was revealed that Gaze&Finger had higher throughput in Depth 
0.5m (Δ=0.75��� , t(19)=3.76, p=.018), while for Gaze&Pinch and 
Gaze&Handray a higher throughput was found for Depth 1m and 
2m (p≤.032). 

Signifcant diferences were found between 3.5° and 
8° for HeadCrusher (Δ=0.36��� , t(19)=3.45, p=.048), 
Gaze&Pinch (Δ=0.56��� , t(19)=5.38, p<.001) and 
Gaze&Finger (Δ=0.55��� , t(19)=5.30, p<.001), between 8° 
and 15° for Gaze&Finger (Δ=0.46��� , t(19)=4.40, p=.001) and 
Gaze&Handray (Δ=0.56���), t(19)=5.36, p<.001) and between 3.5° 
and 15° for Gaze&Handray (Δ=0.52��� , t(19)=4.94, p<.001). 

We see a signifcantly higher throughput with all three gaze-
assisted techniques for Amplitude 8° in comparison to both 
Handray and HeadCrusher (p≤.007). Individual diferences 
were revealed, too. Gaze&Handray led to higher through-
put than Handray (Δ=0.83��� , t(19)=4.51, p=.001) and Head-
Crusher (Δ=1.15��� , t(19)=6.25, p<.001) for Amplitude 3.5°. While 
Gaze&Pinch led to higher throughput compared to HeadCrusher 
for all variations of Amplitude (p≤.030) and compared to Handray 
only for Amplitude 15° (Δ=0.75��� , t(19)=4.12, p=.006). 
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Figure 7: Mean efective width shown per depth per technique, per amplitude per technique, and per technique overall. Statistical 
signifcance shown as * for p < .05, ** for p < .01, and *** for p < .001. 

5.3 Efective Width (Figure 7) 
Efective width provides insight into the pointing accuracy, 
i.e., how close users selected to the target’s center. The 
statistical test revealed a signifcant efect for Technique 
(�613.25 

.76=13.90, p<.001, �2=0.070), for Depth (�351.84 
.01=52.86, p<.001, 

�2=0.057), for Amplitude (�351.86 
.30=62.01, p<.001, �2=0.081), 

for Technique×Depth (� 5.80 p<.001, �2=0.084), for110.15=19.52, 
Technique×Amplitude (�884.67 

.65=24.47, p<.001, �2=0.080), for 
Depth ×Amplitude (�623.30 

.69=26.31, p<.001, �2=0.061) and for 
Technique×Depth ×Amplitude (� 6.33 

120.24=14.16, p<.001, �=0.102). 
We found a higher efective width for Gaze&Finger 

(p≤.005) and Gaze&Handray (p≤.027) compared to 
Gaze&Pinch, HeadCrusher and Handray. Whereas Head-
Crusher (Δ=0.46°, t(19)=2.792, p=0.027) and Handray 
(Δ=1.16°, t(19)=3.064, p=0.018) led to higher efective width 
than Gaze&Pinch. We fnd that there are signifcant difer-
ences between 0.5m and 2m as well as between 1m and 2m for 
Gaze&Finger (p=.002) and Gaze&Handray (p<.001). There is 
only a signifcant diferences between 0.5m and 1m for Handray 
(Δ=2.23°, t(19)=3.64, p=.030). Furthermore, we found that the 
participants led to higher efective width with the technique Han-
dray compared to Gaze&Handray (Δ=3.44°, t(19)=3.72, p=.022) 
and Gaze&Pinch (Δ=2.85°, t(19)=3.74, p=.020) in Depth 0.5m. 
Gaze&Finger and Gaze&Handray led to higher efective width 
than Handray and Gaze&Pinch in Depth 2m (p<.001). We 
fnd that there are signifcant diferences in accuracy between 
3.5° and 15° (p≤.001) and between 8° and 15° (p≤.027) for 
Gaze&Finger, Gaze&Handray and Handray. Furthermore 
we found that Gaze&Finger (Δ=6.86°, t(19)=5.21, p<.001), 
Gaze&Handray (Δ=4.22°, t(19)=5.24, p<.001) led to higher 
efective width than Gaze&Pinch for Amplitude 15° (p<.001). 
Gaze&Finger (Δ=1.04°, t(19)=3.91, p=.011) and HeadCrusher 
(Δ=1.09°, t(19)=4.30, p=.002) led to higher efective width than 
Handray in Amplitude 3.5°. 

Technique×Depth(�995.23 
.36=6.01,p<.001, �2=0.036). We found 

users exhibited signifcantly higher error rates with Head-
Crusher than all other techniques ( p<.001). This shows 
that the manual image plane techniques leads to a lot more 
errors. Gaze&Handray, Gaze&Finger, and Gaze&Pinch, 
led to less errors than HeadCrusher in all depths lev-
els (p≤.008). Handray led only to less errors than Head-
Crusher for Depth 1m (Δ=33.70%, t(19)=7.52, p<.001) and 2m 
(Δ=33.55%, t(19)=7.18, p<.001). However it led to more errors than 
Gaze&Handray for Depth 0.5m (Δ=7.99%, t(19)=3.797, p<.015). 
We found that there are only signifcant diferences between all 
depth levels for HeadCrusher (p<.001) – clearly pointing toward 
the potential parallax issue. 

5.5 Hand Movement (Figure 9) 
The statistical test revealed a signifcant efect of Technique 
(�552.90 

.09=26.56, p<.001, �2=0.178), for Depth (�301.62 
.71=69.92, p<.001, 

�2=0.062), for Amplitude (�351.89 
.82=385.64, p<.001, �2=0.291), 

for Technique×Depth (�774.05 
.00=11.93, p<.001, �2=0.034), for 

Technique×Amplitude (�683.58 
.09=21.42, p<.001, �2=0.060), for 

Depth×Amplitude (�623.30 
.78=12.02, p<.001, �2=0.012) and for 

Technique×Depth×Amplitude (�1417.44 
.41=4.44, p<.001, �2=0.014). 

Post-hoc tests showed that users reached signifcantly better 
performance in hand movement with Gaze&Pinch com-
pared to Handray (Δ=12.61��, t(19)=7.64, p<.001), Head-
Crusher (Δ=9.92��, t(19)=7.62, p<.001), Gaze&Finger (Δ=19.85��, 
t(19)=9.41, p<.001) and Gaze&Handray (Δ=11.16��, 
t(19)=6.76, p<.001)which is true for all depths and ampli-
tudes. We fnd that there are signifcant diferences between 
0.5m and 2m (p<.001) and between 0.5m and 1m (p<.001) for 
Gaze&Finger, Gaze&Handray, HeadCrusher and Handray. We 
fnd that there are signifcant diferences in hand movement for 
all techniques between 3.5° and 15° (p<.001), between 8° and 15° 
(p≤.021) and between 3.5° and 8° (p<.001) except for Gaze&Pinch. 

5.4 Error Rate (Figure 8) 5.6 Fitts’ Law Models and ID (Figure 10) 
The statistical test revealed a signifcant efect of Technique The techniques are modelled as MT=-0.27 + 0.88ID, �2=0.97 for 
(� 2.95 

56.05=23.86, p<.001, �2=0.206), for Depth (�301.60 
.44=6.79,p=.006, Handray, MT=0.96 + 0.49ID, �2=0.77 for HeadCrusher, MT=0.71 

�2=0.011), for Amplitude (�361.95 
.97=31.34,p<.001, �2=0.043), for + 0.35ID, �2=0.65 for Gaze&Finger, MT=0.63 + 0.35ID, �2=0.90 for 
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Figure 8: Mean error rate shown per depth per technique, per amplitude per technique, and per technique overall. Statistical 
signifcance shown as * for p < .05, ** for p < .01, and *** for p < .001. 

Gaze&Pinch and MT=-0.59 + 0.79ID, �2=0.85 for Gaze&Handray 
(cf. Figure 10 a). 

The model for Handray shows a good ft to Fitts’ Law, resulting 
at a �2=0.97. As expected, a high �=0.88 value is revealed which 
captures the dependency of the movement time to the difculty of 
the task (i.e., higher times with more difcult tasks). Surprisingly, 
Gaze&Pinch (�2=0.90) resulted in high ftness too, even though it 
only involves little hand-based motor control. Distinct to Handray, 
the a and b of Gaze&Pinch’s model indicate that performance 
depends less on the difculty of the task. That the hands merely 
make a symbolic gesture to afrm the gaze’s selection and that 
the eye movement within the tested amplitudes of view is ballis-
tic might be one explanation. For Gaze&Handray, a high ft is 
reported (�2=0.85), with high acceleration (�=0.79), indicating that 
the hand pointing part of the technique has a high impact on the 
performance similar to Handray. For HeadCrusher (�2=0.77) and 
Gaze&Finger (�2=0.65), lower �2 values are reported which could 
indicate that image plane techniques ft less to the Fitts’ Law model. 

5.7 NASA TLX (Figure 11) 
Participants ranked each technique from most to least preferred. 
The frequencies for most preferred ranking were Gaze&Handray 
= 9, Gaze&Pinch = 7, Gaze&Finger = 2, Handray = 1 and 
HeadCrusher = 1. Post-hoc tests showed that users perceived 
signifcantly higher workload with HeadCrusher compared to 
Handray, Gaze&Pinch, and Gaze&Handray (p<.001). Further, 
there is a signifcantly higher workload with Gaze&Finger com-
pared to Gaze&Pinch and Gaze&Handray (p=.002). For Men-
tal Demand (�764 =3.77,p=.007), Efort (�764 =7.50,p<.001) and Frustra-
tion (�764 =9.37,p<.001) was HeadCrusher rated signifcantly as the 
worst technique by the participants compared to Gaze&Pinch 
and Gaze&Handray (� ≤ .046). Furthermore, HeadCrusher 
was rated signifcantly as the worst technique for Performance 
(�764 =4.53,p=.002) compared to Handray and Gaze&Handray (� ≤ 
.042) and also for Physical Demand (�764 =25.51,p<.001) but com-
pared to Gaze&Handray, Gaze&Pinch and Handray (� ≤ .024). 
Regarding Physical Demand, Gaze&Finger was signifcantly more 
demanding than Gaze&Pinch and Gaze&Handray (� ≤ .004). 

5.8 User Feedback 
5.8.1 Gaze&Finger. Users found the technique was easy and quick 
to use, especially for short depths (P7: ’I love aiming my gaze be-
cause it’s reliable.’. However, when the target was farther away, two 
cursors appeared and selection became difcult (P2:’farther ones 
were tough. The cursor on the fnger appears as two’. As such, we 
observed users occasionally closing one eye to resolve parallax. For 
short distances four users were frustrated because of accidental 
selections: ...’What I noticed was that when I aim at targets that are 
very close that I “double tap” the ray’ (P7, P16 similar). We suspect 
that they moved their fnger on the target due to the outstretched 
arm of 17 users, especially with targets at a short distance. 12 users 
noted they had less control of the selection because it was happen-
ing too fast (P17 ’I did not feel very precise with "crossing the ray", I 
tried swiping left and right, up and down, slow and fast throughout 
this condition, and never really felt like I was confdently using it 
correctly’). These fndings do not confrm the positive reception 
in prior work [20, 21], likely as our task is not specialized for this 
technique. 

5.8.2 Gaze&Handray. Users found the technique was basically 
easy to use, e.g., P10 stated: “It feels natural. In the beginning, fve 
participants found it a bit difcult to control both rays (gaze and 
hand). On the one hand, the confrmation with the technology was 
difcult for long distances. P8 said ’It was super-fast, but for a larger 
target distance it was more difcult to use the gaze as the feld of 
vision on the HoloLens is so small. I could not always see the targets 
and had to move my head as well as my gaze’. On the other hand, 
it was also prone to errors at short distances because the targets 
were too close together and accidentally confrmed by hand even 
before the eyes were on the target. P3 commented “...I felt a big 
diference between conditions where the targets were closer or further 
away. And I also felt that it was easier to accidentally select targets 
as soon as they appeared before I could move my hand away’. The 
participants indicated a speed/error trade-of: they were fast over 
short Amplitude but made mistakes. The method produced the least 
amount of errors, those that happened were reported as the result 
of the handray and eyes being inadvertently aligned before aiming 
at the target. 
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Figure 9: Mean hand movement shown per depth per technique, per amplitude per technique, and per technique overall. 
Statistical signifcance shown as * for p < .05, ** for p < .01, and *** for p < .001. 

(a) (b) 

Figure 10: Fitts’ Law models (a) and user preferences (b). 

5.8.3 Gaze&Pinch. The technique was easy to use with little phys-
ical demand because they could position their arm in a comfortable 
position next to the body. The participants were fast as P8 noted ’ 
It was super fast and easy, my eyes were immediately on the targets 
without having to think about it too much, and then I just had to hold 
my arm still and pinch. Minimal efort and minimal fatigue’. Four 
participants criticised the gesture, e.g., P9: ’The tapping was harder 
than I thought, I had to do it more dramatically than I thought’. Yet, 
most users were satisfed and quick as of low efort. 

5.8.4 Handray. Correlating with the quantitative performance 
results, users noted issues with the technique. Four users found the 
Handray technique less suitable for longer distances, while fve felt 
less control of the ray, especially for pointing to near and far depths, 
as that Handray was difcult to move. According to P7: ‘When 
aiming between targets that are far away from each other I felt a 
disconnect when moving to the next target’. We observed pronounced 
head movements and slow arm movements throughout the study, 
which afected hand tracking and thus usability. As well, users 
found ’it was hard for me to pinch the fngers’ (P18). 17 out of 20 
users slowly opened and fexed their fngers, increasing selection 
time and cognitive load. 

5.8.5 HeadCrusher. According to 14 users’ feedback, the tech-
nique was not easy to use and led to frustration (P17: ’I did not feel 
confdent about this interaction technique’). Especially if the target 
had a greater depth, the users noticed two cursors, which made the 
selection even more difcult (P8: ’I was seeing two cursors about 50% 
of the time, and I had difculties seeing which was the right one’. The 
other six participants found a way of using the technique correctly 
(P4:’Beginning is a bit hard, easier when you get used to it’). We 
observed that people were slowly moving their fngers to ensure 
that the selection will be correct. On the other hand, with closer 
targets and an outstretched arm that reduces the parallax efect, the 
technique worked reasonably well (P19: ’I felt like it was easier to hit 
the targets when my arms were further away from my body or simply 
closer to the target’). However, as the hand was positioned at eye 
level the whole time, it became exhausting over time. 9 users had 
arm fatigue while using the technique. They always shook their 
arms before the new block started and were quite frustrated, indi-
cating physical strain. We suspect that this technique would require 
more practice in general, as the pinch gesture was performed too 
slowly or the users moved their thumb too much and were unable 
to keep the cursor on the target consistently. 

6 DISCUSSION 
In the quest to establish interfaces that allow users to interact ef-
ciently with 3D content in the vast virtual spaces aforded by VR 
and AR, we investigated interaction techniques for the fundamental 
point-and-select tasks. The GHA techniques ofer a new way to 
accomplish selections with objects at-a-distance based on coordi-
nated eye and hand inputs. In order to understand their potential 
merits, we studied Gaze&Finger and Gaze&Handray in contrast 
to three existing categories of interaction: the current status-quo 
AR input method (Handray), a representative of image plane tech-
niques (HeadCrusher), and an established multi-modal method 
(Gaze&Pinch). Our experimental design is based on the ISO 9241-9 
standardised Fitts’ Law study [22], which allows us to compare fnd-
ings across studies. In the following, we discuss our main insights 
of the user study. 
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Figure 11: Median ratings of individual NASA TLX scales and for eye fatigue. Statistical signifcance shown as * for p < .05, ** 
for p < .01, and *** for p < .001. 

6.1 RQ1 How does varying target depth afect 
the user’s performance? 

One concern was that the GHA technique Gaze&Finger, as an 
image plane technique, may be prone to the parallax problem. Our 
study confrmed this– throughput declined with increasing depth. 
The response from users validated the parallax efect. Users claimed 
that Gaze&Finger was rapid and easy to use for short depths, but 
for more distant targets, users saw double vision of the cursor, which 
hampered performance. We saw that users occasionally sought to 
avoid the parallax efect by closing one eye or stretching out their 
arms, with both strategies signifcantly reducing the parallax efect. 
This led to users devoting more time to the selection process. 

The parallax problem afected the HeadCrusher to a great ex-
tent, with higher performance losses compared to other approaches 
and throughput declining from close to far Depth conditions. The 
most noticeable impact is an increase in error rate when compared 
to the other techniques. HeadCrusher had the highest error rate 
across all conditions, and users experienced difculty selecting due 
to the apparent perceived parallax problem. As a result, we present 
novel empirical evidence describing how parallax afects the ap-
proach, supporting the issues stated by Pierce et al. [34]. Overall, 
we do not advocate using HeadCrusher’s basic implementation 
for 3D remote pointing. 

6.2 RQ2 How does the new Gaze&Handray 
technique fare compare to other gaze and 
manual techniques? 

As a novel gaze-based approach, we were curious how it compared 
to Gaze&Finger and Gaze&Pinch, which yielded the best results 
in Lystbæk et al. [21]’s study. We found no signifcant changes in 
throughput across depth between the three techniques, indicating 
that there is no substantial penalty here. However, we observe 
an infuence on throughput across amplitudes. When compared 
to the other two, users achieved signifcantly less throughput at 
the large amplitude. Thus, as the distance increases, the beneft of 
Gaze&Handray lowers, but generally, it demonstrates that it is on 
par with gaze-based approaches. 

The efective width analysis reveals discrepancies between dif-
ferent depths and amplitudes, indicating that as distance increases, 
users become less accurate. A likely reason is the confrmation 

method afects the stability of the user’s gaze on the target. E.g., 
with Gaze&Pinch, the modalities’ inputs are separated, which led 
to a lower efective width, while the eye-hand coordination needs 
of Gaze&Finger can distract visual attention on the target. 

On the one hand, user feedback showed Gaze&Handray is 
simple to use and a technique that seems natural and rapid, but 
on the other hand, it was noted that it was initially difcult to 
manage both rays (gaze and hand), especially as hand tracking 
declined and was lost owing to strong head movements. Thus, 
users stated that Gaze&Handray was problematic for participants 
over a large amplitude, as distant targets were not visible due to 
the narrow FOV of the HoloLens, necessitating head movements. 
However, the technique was ranked as the most liked by users 
overall, and together with the quantitative fndings, we found it to 
be the best-performing technique. As such, it would be interesting 
to explore this technique further for raypointing-based techniques. 
For example, it may be as useful to enhance controller pointing, as 
an input device that is highly used in current VR devices. As well, 
to regard real-world devices such as TV remote controls and distant 
interaction that is, e.g., facilitated through laserpointers [29]. 

6.3 RQ3 How does varying target amplitude 
afect the user’s performance? 

Regarding efects of amplitude, we observe the expected trend that 
user performance decreases with increasing amplitude. We found 
that all techniques were afected by amplitude. 

One of the conclusions of Lystbæk et al. [21]’s study was that 
Gaze&Finger was more useful for short distances as one can eas-
ily move the fnger in close vicinity, whereas Gaze&Pinch led to 
better performance for long distances to travel as the eyes point 
independent of distance. In our study, where we systematically 
varied distance and depth, we could not replicate this result, as 
no signifcant diferences were found between the three gaze tech-
niques across factors. This can be accounted to the task design, 
as in their study, the task was designed for the techniques, while 
we focused on a general study of selection performance. Notably, 
Gaze&Finger as an image plane technique led to decreasing per-
formance the further away a target is. Thus, it is possible that with 
more pronounced depth factors, the performance of Gaze&Pinch 
may become superior. 
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In this regard, we fnd clear evidence of physical efort. Users per-
ceived Gaze&Finger as more physically demanding than the other 
gaze techniques, and the actual physical movement was higher 
compared to Gaze&Pinch. We observed that for both techniques, 
users had consistent hand postures. For Gaze&Finger, most users 
outstretched their arms to reduce parallax efects, which led to 
high physical efort. The technique also revealed an inaccuracy at 
the largest amplitude (compared to Gaze&Pinch, Handray, and 
HeadCrusher). Thus, given our evaluated context, we attest to a 
preference for Gaze&Pinch over Gaze&Finger. 

6.4 RQ4: How do multi-modal gaze-assisted 
techniques compare to manual techniques 
regarding selection efciency? 

Although multi-modal techniques such as Gaze&Pinch are now 
available on AR devices by default, there has been no empirical eval-
uation of their performance compared to manual gesture techniques 
in 3D environments. As such, it is important to better understand 
currently used methods, as well as how they compare to potential 
new techniques. In our study, we fnd that compared to the two 
manual techniques a better performance was achieved with all 
three gaze-assisted techniques for throughput and task completion 
time. 

Users described the gaze-based techniques as faster and easier 
to use, whereas Handray was reported to need pronounced head 
and arm movement and HeadCrusher was rated as frustrating 
and difcult to use. Stronger head movements led to a change in 
hand tracking range, which could have led to the participants expe-
riencing poorer performance and being more frustrated and with it 
the execution time of the task with the manual-based techniques 
also increased. On the other hand, we believe that the techniques 
assisted with gaze are promising for the future and will make it eas-
ier for the user to select virtual objects. However, this fnding must 
also be viewed critically. We used a target size of 3° in our study. 
So the target was still big enough to be selected with gaze, and 
manual pointing can in principle be more accurate. Looking at the 
data on efective width, we see that both GHA techniques exhibit 
larger width than manual inputs at a large amplitude. However, 
Gaze&Pinch achieved a relatively low efective width, indicating 
that the method of manual confrmation can afect efective width. 

6.5 Limitations 
When analysing our results, there are a few caveats to keep in mind. 
First, we have focused on large target sizes (3°). This allowed us to 
eliminate potential eye-tracking inaccuracy efects from the results 
and prioritise the investigation into diferent depths. Accuracy-
enhancing methods can be useful to render gaze more accurate for 
small target acquisition [16]. Second, we employed Fitts’ Law for 
a standardised comparison, and more studies in real applications 
are needed to assess real-world applicability. Further, Fitts’ Law 
is a well-established model for 2D UIs, but its applicability to 3D 
contexts is relatively unclear. In future, it would be interesting to 
study enhancements, e.g., to vary target depth at each target for 
a more realistic 3D task, which could potentially amplify parallax 
efects. Third, we focused on selection tasks only. However, more 
expressive commands such as drag & drop which are intuitive with 

the baselines, are currently open and subject to future technique 
explorations. Fourth, we observed hand tracking and feld of view 
of the hardware afected the user’s performance, e.g., when ges-
ture tracking is lost as the hand left the tracking area. With better 
tracking, user comfort may rise and make the techniques more 
efcient. 

7 CONCLUSION 
In this work, we investigated interaction techniques based on GHA 
for selection of remote targets in AR. We devised a new technique 
Gaze&Handray that combines gestural raypointing with eye-gaze. 
We presented a Fitts’ Law study that compares fve interaction 
techniques that are based on uni- and multi-modal gaze and gesture 
inputs. We provide a detailed understanding of performance profles 
for each technique regarding speed, error, accuracy and perceived 
efort. We contribute novel insights into the technique’s relative 
merits, as 1) image plane techniques are particularly susceptible 
to the Parallax problem, 2) the tested gaze-assisted techniques are 
highly efcient and fast compared to HeadCrusher and Handray, 
3) the new technique Gaze&Handray is on-par with regards to 
performance and was most preferred by users, next to Gaze&Pinch. 
Our work paves the way to utilise the user’s capability to fuidly 
coordinate eye and hand movement, through techniques that can 
fundamentally enhance how we conduct the canonical selection 
task in AR. 
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