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Eye, Head and Torso Coordination During Gaze Shifts in

Virtual Reality

LUDWIG SIDENMARK and HANS GELLERSEN, Lancaster University

Humans perform gaze shifts naturally through a combination of eye, head and body movements. Although
gaze has been long studied as input modality for interaction, this has previously ignored the coordination of
the eyes, head and body. This article reports a study of gaze shifts in virtual reality aimed to address the gap
and inform design. We identify general eye, head and torso coordination patterns and provide an analysis of
the relative movements’ contribution and temporal alignment. We quantify effects of target distance, direc-
tion and user posture, describe preferred eye-in-head motion ranges and identify a high variability in head
movement tendency. Study insights lead us to propose gaze zones that reflect different levels of contribution
from eye, head and body. We discuss design implications for HCI and VR, and in conclusion argue to treat
gaze as multimodal input, and eye, head and body movement as synergetic in interaction design.
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1 INTRODUCTION

Gaze shifts are of fundamental interest to human-computer interaction (HCI)—where we direct
our gaze is a powerful cue for attention, interest and intent, and can be leveraged as context and
input. Gaze shifts occur as we can only see detail of objects of interest when they become aligned
for a sufficient time with the fovea, the small region of highest visual acuity at the centre of our
eyes. We therefore move our gaze rapidly from object to object, to sample information of interest
and guide our interactions.

In our interaction with the world, gaze shifts are achieved through a combination of eye, head
and body movements. We move the eyes in the head, the head relative to the torso, and the torso
relative to the world [34]. For example, when we look from a display in front to a second screen
in hand, we will lower our eyes in coordination with tilting of our heads; neither head nor eyes
will cover the full distance [72]. When we look up and to a person next to us, we will not only
move our eyes and head again but also shift our torso toward the new target. This illustrates
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the seamless coordination of the three movement systems for efficient acquisition of gaze targets.
However, although gaze has been studied as computer input since the eighties, this has thus far
not reflected the coordination of eye, head and torso movements through which gaze shifts are
naturally achieved.

In this article, we present a study of eye, head and torso coordination during gaze shifts using
virtual reality (VR). Our motivation is to close a fundamental gap in understanding gaze as input
modality. Eye, head and body movements have each been studied extensively as separate input
modalities, but we envisage that insight into their coordination will uncover new design oppor-
tunities. In analogy, insight into hand–eye coordination [64] has been foundational for instance
for gaze prediction from manual action [24, 62], gaze-enhanced manual input [79] and multimodal
techniques that fully integrate hand and eye input [50, 51]. We surmise that there is equivalent
potential for leveraging knowledge of eye coordination with head and body, and propose novel
gaze depth estimation, pointing and selection techniques in follow-on work [37, 61].

The literature on gaze interaction is not consistent in its use of terminology. Where eye-trackers
are used as input device, gaze is commonly treated as synonomous with eye movement [27, 28]
while head movement is suppressed or filtered [20, 80]. In contrast, other work has conceived gaze
as the direction a user faces, in abstraction from the finer-grained movement of the eyes within
the head [42, 78]. In this work, we use terminology consistent with research on eye movements
in natural behaviour [33]. We refer to gaze as the direction in which the eye points relative to the
world. As such, gaze presents the sum of the eye-in-head rotation and the head orientation (or head
pose) toward the gaze target. The head orientation itself is the sum of torso orientation toward the
gaze target, and head-on-torso rotation. Gaze shifts can occur within the user’s current field of
view (FOV) (e.g., triggered by a stimulus in the peripheral vision), but can also extend beyond
view (e.g., when a user turns to look behind their back).

We use VR in a head-mounted display (HMD) with an integrated eye-tracker as our tool for
data collection in this study. However, we are also specifically interested in VR and HMDs as
target platform and context for gaze interaction. Most of the existing work on gaze has focussed
on interaction with computer displays that cover a comparatively narrow visual angle in the user’s
FOV and are therefore comfortably viewable without any significant head and body movement.
Immersive VR, in contrast, supports viewing of virtual scenes that are not limited to the FOV
of the HMD but that can extend over a wider field of regard (FOR). For instance, if the virtual
world completely surrounds the user, the FOR is 360° while the FOV would be limited to around
100° with current HMDs. The display position and orientation in space determines the part of the
FOR that is within the current FOV, based on the premise that users naturally move their head and
body to control what they see. Gaze is therefore central to interaction in VR but commonly only
represented by head orientation in space, in abstraction of eye-in-head movement and contribution
of the torso. Our work questions how well head orientation captures gaze, and aims to inform how
eye input can be integrated with head and body movement for interaction through VR headsets.

We collected eye, head, and torso motion data for a total of over 7,600 gaze shifts, from 20
participants in both seated and standing conditions. Participants were presented with two basic
gaze pointing tasks, to reach within-view targets displayed in the user’s FOV, and beyond-view

targets positioned in the wider FOR beyond the initially visible display. All targets were presented
at a fixed depth around the user while varying the amplitude and direction of the gaze shift from
a starting position at the centre of the HMD. Based on the data, we provide an exhaustive analysis
of the contribution and temporal coupling of eye, head and torso toward target-reaching, and of
eye and head motion ranges. The outcome is a detailed description of movement coordination
patterns, the effects of amplitude, direction and user posture on the relative movements, preferred
ranges for eye-in-head motion, and user variability.
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We discuss key insights from the study, including identification of gaze zones that represent
different ranges of visual interaction at which gaze tends to be performed eyes only, with head
support, and additionally with torso movement; a tendency of users to follow the eyes with head
orientation toward targets but only to within comfortable range; individual differences in tendency
to support gaze with head motion; and a stepped behaviour of the eye we observed in large shifts
that may be linked to FOV limitations of HMDs. We also consider transferability of observations
on gaze behaviour between VR and real world, and discuss implication of our findings for VR and
interaction design.

In sum, we presents the following contributions to advance HCI:

—An introduction of the HCI field to fundamental knowledge of eye, head and body coor-
dination of relevance to any form of visual interaction that involves attention shifts over
wider fields of view.

—A detailed description of eye, head and body coordination patterns during gaze shifts, the
understanding of which will enable designers to consider and reflect natural movement in
visual interaction.

—‘Hard data’ on contribution and temporal alignment of movements, effects of gaze ampli-
tude, gaze direction, user posture, and preferred motion ranges, which establishes a point
of reference for design of novel interactions that integrate input from eyes, head and body.

—Identification of gaze patterns, gaze zones and distinct user behaviours, and their design
implications for VR and interaction; thereby providing designers with practical guidance
on eye, head, and torso movement and their coordination for gaze and visual attention.

2 BACKGROUND AND RELATED WORK

This work studies the coordination of eye movement with head and body from an HCI perspective.
To contextualise our work, we first review fundamentals of eye–head gaze shifts established in
neuroscience, and existing understanding of factors in the head contribution to gaze. Based on
this, we review research in HCI and VR, first examining the different ways in which work on gaze
has reflected eye versus head movement, and then providing generally related work on eye, head
and body movement related to gaze and VR.

2.1 Eye–Head Gaze Fundamentals and Study Paradigms

The motion range of the eyes is approximately 50° in any direction for a healthy adult [33, 67]. The
total FOV of human vision is 210° in the horizontal plane and 120° in the vertical plane (50° up,
70° down). However, gaze shifts are not limited by the FOV and can also be performed to targets
beyond. The neck has a motion range of about 80–90° for head movement in the horizontal axis
and 60–70° in the vertical axis [12]. Eyes and head together thus provide a movement range of
around 130–140° in the horizontal axis and 110–120° in the vertical axis. Gaze shifts with a larger
amplitude are only possible with additional use of the torso. With a combination of eyes, head and
torso movement, humans can reach gaze targets on the full range surrounding them (unless torso
motion is constrained, as for instance in seated positions).

The relationship of eye and head movement is complex. During a gaze shift, head movement
augments the saccadic movement of the eye, such that the movements are additive toward reach-
ing the target. The faster the head moves in synchrony with the eyes, the smaller the required
saccade [17]. When a gaze target has been reached, the head will typically continue to move while
the eyes fixate the target by performing compensatory eye movement in the opposite direction.
This allows the eyes to rotate back into a more central and comfortable position relative to the
head [73], mediated by the vestibulo-ocular reflex (VOR), which stabilises the visual axis on the
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target while the head is still in motion [5]. There is a similar interaction between head and torso
rotations, with a corresponding vestibulo-collic reflex [34].

Eye–head gaze shifts and their relative timing were first described in the 1930s [44], and have
been studied under controlled conditions since the 1960s [5]. A conventional study paradigm is to
have light stimuli arranged in a semicircle or hemisphere around the subject, and task participants
to initially fixate in the centre from where to shift to a flashing target. Subjects are seated and their
body movement is suppressed by a belt, while bite bars and brakes have been used to manipulate
available head movement [17]. Since the 1990s, gaze has also been studied in naturalistic contexts,
enabled by wearable eye-trackers that capture eye-in-head orientation relative to the visual scene,
which is recorded from a head-centred perspective [33]. These studies lack in control but draw
attention to the role the body plays in active gaze, in addition to eye and head [36].

Our study design is a lab-based experiment that reproduces a conventional hemispherical ar-
rangement of stimuli in VR for comparability with prior studies. However, we are not constraining
head and body as our goal is to inform design by capturing natural behaviour, in both seated and
standing postures. By using VR we are able to record eye, head and body motion and their relative
timing at higher accuracy than in previous studies. Head-mounted VR, however, limits the FOV in
comparison with real-world studies. How this limitation affects gaze is of explicit interest in this
work, as one of our goals is to inform adoption of gaze for interaction in VR.

2.2 Factors Affecting a Head Contribution to Gaze

The amplitude of a gaze shift has been shown to have a significant effect on whether and how
much the head contributes. Gaze shifts extending less than 20° are almost entirely made by the
eye movement [13, 16, 33]. While the eyes have a physical range of 50°, it has been found that they
rarely rotate beyond 30° relative to the head [33]. In natural tasks, the head contributes about⅓ to
gaze shifts of up to 30°, and more to gaze shifts that are larger [58]. Large gaze shifts can be achieved
in a single-step head-supported saccade but may also exhibit stepping movements [34]. These
observations provide us with a baseline for assessing whether the head contribution is comparable
when people interact in a virtual rather than natural environment.

Gaze shifts made within the limits of the eye-in-head range may or may not be associated with
a head movement, as observed in the lab [15, 47, 67] as well as naturalistic settings [11, 71]. The
decision whether to move the head involves an internal weighing of costs and benefits, specifically
energy required to accelerate and decelerate the mass of the head in a short time versus fixation
accuracy and stability, which decrease at far-eccentric eye-in-head positions [68]. Amplitude, as
noted, is a significant factor but others have been identified, including the initial eye-in-head po-
sition [14, 15, 67], the expected duration of maintaining gaze in the general vicinity of the current
target, and the position of the next target [47]. It has also been shown that there are individual
differences in how much head movement is used [15, 47, 67, 70, 71]. Fuller proposed a notion of
‘head-movers’ versus ‘non-head movers’ [15] and other work suggests that observation of dif-
ferent types of head movement tendency carries over from controlled to real world contexts [70].
This prompts us to look closely at eye–head gaze patterns in our study, as differences in tendency
to move the head are of obvious importance for HMD paradigms.

2.3 Gaze Tracking for Interaction

Much of the HCI literature treats orientation of the eyes as synonymous with gaze. Work has
mostly focused on tracking gaze relative to a personal computer display where, at typical viewing
distances, the display width is usually within 40° visual angle [60]. In such a setting, the display
is viewable with eye-in-head rotations of up to 20° from a central position, and therefore does not
require any significant head contribution. Desktop gaze tracking has consequently focussed on eye
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movement and viewed any associated head and body movement as undesirable and problematic
for tracking, as it interferes with the calibration of the eye orientation to the display [43]. Past
work went as far as suppressing movement with chin rests, while modern eye trackers are able to
compensate for smaller changes in head and body orientation during viewing [20, 80]. However,
eye tracked interfaces continue to be based on a conceptual model of gaze as solely represented
by eye movement.

Gaze tracking has been studied beyond personal computer displays, for interaction with multiple
screens and devices in the user’s environment [35, 74]. This has been facilitated by portable eye
trackers that are worn as a head-mounted device. These devices track eye-in-head rotation as the
gaze direction, relative to the view in front of the user, which is captured by a scene camera. Head
and body movement are implicitly reflected by changes in the scene view, but they are treated as
incidental to gaze. The conceptual model, not explicit but generally implied, is that head and body
movement change the context within which gaze is viewed as solely based on eye movement. A
problem in this model is that it assumes the viewing area of interest to be centred around the
head. However, the relationship between viewing area and head orientation depends on context,
for instance whether we look at a device in our hand or at one that is in front of us [72].

Conversely, gaze attention over wider visual fields is often approximated by head pointing and
ignores eye-in-head movement. Various works have used face pose tracking for gaze pointing on
large displays [45, 46]. Early work on interaction in VR proposed gaze directed input but treated
gaze as synonymous with head orientation [42, 78]. State of the art interactive devices similarly
associate head pose and gaze. For example, the Smart Eye Pro 3D eye tracker supports a tracking
mode based on a head model instead of eye movement, and Microsoft’s HoloLens 1 assumes head
pose as the user’s gaze vector. This reflects the major role head movement plays in contexts where
gaze is not focussed on small viewing areas, but engaged with wider environments. However, the
general assumption that we look where our head points is problematic. We address this in this
work with an in-depth analysis of how head and gaze relate.

2.4 Eye, Head and Body Orientation as Input

The HCI field has extensively studied eye, head and body movement for interaction. Both head
pointing and eye pointing were developed in the eighties, to provide users with limited motor
control with an alternative to mouse input [18, 25, 54, 77]. In comparison, eye movement is faster
and requires less energy, while head movement has been found less jittery and more controlled [6].
In VR and AR (augmented reality) HMDs, users prefer head over eye input due to accuracy limita-
tions of eye tracking [7, 19, 32, 53], and it has been proposed to combine eye movement for coarse
positioning with subsequent head movement for refinement [29, 31, 32, 65] and target alignment,
disambiguation and confirmation [38–40, 66]. These works show that head and eye movement
have been considered as separate rather than integral modalities for gaze interaction.

Other work in HCI has considered eye, head and body orientation as implicit cues for inter-
action. Bolt, in early seminal work, described eye tracking as ‘mode par excellence’ for directing
attention and selecting focus in multimedia environments [8]. Eye contact has been employed as
cue for interaction with surrounding devices under an attentive user interface paradigm [59, 75],
and to mediate human-robot interaction [1]. In proxemic interaction, cues for interaction are in-
stead derived from the relative position and orientation of users toward devices [4, 41]. Vogel, for
instance, demonstrated an adaptive display that reflects both a user’s body orientation toward a
display, and additionally how far their head is turned toward it [76]. These works recognise, implic-
itly, that not only eye movement but also head and body movement relate to attention. However,
the field has not previously considered how eye, head and body movement are coordinated for
overt orienting of attention, as represented by gaze shifts.

ACM Transactions on Computer-Human Interaction, Vol. 27, No. 1, Article 4. Publication date: December 2019.



4:6 L. Sidenmark and H. Gellersen

2.5 Eye and Head Movement in VR, Head-Mounted Displays and Virtual Characters

A variety of studies provide insight related to gaze behaviour and eye and head movement in VR
and HMD contexts. In contrast to natural viewing, HMDs limit the user’s view, blocking out the
wider visual periphery as if wearing blinkers. This was observed to lead to less eye rotation and
consequently more head rotation to achieve the same lateral shift of gaze direction [30]. However,
the magnitude of eye rotations was still considerable in the HMD condition showing that head
orientation alone is limited for predicting attention. A recent study comparing eye–head coordi-
nation in virtual versus physical reality likewise observed that display limitations induce more
head movement in VR [49].

Related work has used head-mounted VR to study visual attention to content that surrounds
the viewer and requires head movement for exploration. Analogies have been drawn between eye
movement in desktop viewing and head movement in VR viewing, as the latter exposes similar
relationships between amplitude, duration and peak velocity [22]. In visual exploration, ‘head fix-
ations’ were observed during which subjects only made eye movements over a mean range of
18° horizontally, while larger shifts usually involve head movement [23]. Other work on visual
saliency observed coupled head and eye movement, suggesting the head following the eye with an
average delay of 58ms on the basis of cross-correlation of movements, with a mean gaze direction
of around 14±12° [63] relative to the head orientation. Another study found that the distribution
of gaze fixations did not peak at the centre of the view-port where they align with head orien-
tation, but at a distance of about 14° from the display centre, proposed to be attributable to the
exploratory nature of image viewing [55]. These studies provide insight into general correlation
patterns of eye and head movement in visual exploration, whereas we focus on the systematic
analysis of explicit gaze shifts and the relative movements by which they are accomplished.

Last not least, there is also a substantial body of work on eye–head coordination in gaze ani-
mation for virtual characters and embodied conversational agents. Gaze models in the graphics
literature reflect insights from neuroscience, for example rendering gaze shifts as eyes-only when
their amplitude falls below a threshold of 10–15° [57], and accounting for factors such as target
predictability [2]. These works are aimed at generating realistic gaze [26] or aiding animators in
creating specific communicative effects (e.g., glances out of the corner of eye) [48]. In contrast, our
focus is on gaze as input, and understanding of eye, head and body coordination for the design of
interaction techniques.

3 STUDY DESIGN AND METHODOLOGY

The aim of our study was to understand how eye, head and body movement is coordinated during
gaze shifts in VR, and how this depends on a variety of factors. Our main questions are as follows:
How are eye, head and body movement aligned in time? What is the relative contribution of each of

the movement systems to reaching gaze targets? How much do head and torso move in total toward a

target? What are preferred motion ranges for eye and head? We identified four principal factors of
interest, for investigation in our study:

Amplitude. The significant effect of gaze amplitude is well established and our objective was
to systematically quantify it for gaze shifts in VR. In our study, we cover a range from 5°
to 100° from a central position.

Direction. The mechanics of eye and head imply differences in effort and range for horizontal,
upward and downward movement, raising the question how this affects the composition
of gaze shifts. We study this on the basis of gaze shifts in the four cardinal directions, as
well as diagonals combining horizontal and vertical components.
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Fig. 1. Left: Virtual environment used in the study, showing the spherical layout of gaze targets around the

user. The black circle represents the participants’ FOV at the start of a trial. Right: Participants started each

trial by aligning with a square shown in the display centre (A); the square disappears and a gaze target is

presented; for targets outside the FOV, an arrow replaces the square pointing in the direction of the target

(B); the participant shifts their gaze towards the target and dwells on it until it disappears (C), upon which

the next trial is initiated.

Visibility. In VR, gaze targets can be visible within the initial FOV (within-view), or invisible
in the wider FOR (beyond-view). In comparison with natural vision, HMDs provide a
limited FOV (around 100° in contemporary devices) in which objects become more easily
hidden from view in the course of interaction. We are therefore interested in how gaze
shifts compare for within-view versus beyond-view targets.

Posture. Head-mounted VR can be used standing with more freedom of body movement, or
seated for safety or comfort. Existing platforms and experiences differ in how they are
geared for standing versus seated usage. Playstation VR for example advocates seated
use, whereas HTC Vive fosters room-scale interaction for which users typically need to
be standing. We study gaze shifts in both postures as we expect a significant effect on the
performance of gaze shifts.

The experimental design for our study was inspired by prior work on eye–head coordination in
other fields, where gaze targets were arranged on a hemisphere, equidistant from the user, with
gaze shifts initiated from a central position [16, 47, 67, 68, 70]. As shown in Figure 1, we placed gaze
targets in VR around the user, along the cardinal axes as well as diagonally in between. The targets
were small (1.5°) and placed in spherical coordinates at 5°, 15°, 25°, 35°, 45°, 60°, 80° and 100° visual
angle from the centre of the display, at a fixed depth of 2 meters from the viewer. The spread of
amplitudes was chosen to have a clear separation of within-view (5–45°) and beyond-view targets
(60–100°).

3.1 Tasks

We constructed two tasks for our user study, one for gaze shifts within-view, and one for gaze-
shifts to targets placed beyond-view. In both cases, a trial started with participants aligning their
eyes, head and torso straight towards a central target used as a starting point for all gaze shifts.
Colour feedback on the central target indicated when the participant had aligned correctly. Trial
initiation was complete when participants had been in the correct position for 1.2 seconds. In
the first task, the central target then disappeared, and a new within-view target appeared. The
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Fig. 2. Set-up of the experiment and each posture. Left: The IMU attached to the participant’s torso. Middle:

The participant is seated on a non-swivel chair in seated posture. Right: The participant stands in a natural

position when in the standing posture.

participants were instructed to shift their gaze towards the new target as accurately and quickly
as possible and dwell on it. The participants were allowed to use their eyes, head and body at
their discretion. The target disappeared when the participant had dwelled within ±2.5° of it for
1.4 seconds, upon which the central target reappeared. The same procedure then repeated for the
next target (Figure 1). Each within-view target on our spherical grid was presented three times,
where every target was presented once in random order before a target could reappear, for a total
of 120 trials (5 amplitudes × 8 directions × 3 trials).

The first task is a conventional pointing task, whereas the second task (beyond-view) can be
described as peephole pointing, as the target is not initially visible and only revealed by moving the
display [9]. In our study, this is initiated by the user aligning centrally, as in the first task. After
initiation, the central target was replaced by an arrow showing the direction towards a target
beyond-view (Figure 1). The task was otherwise organised in the same way as first one, for a total
of 72 trials (3 amplitudes × 8 directions × 3 trials).

3.2 Apparatus

Both tasks used in the study were developed in Unity Version 2017.1.0f3. The position of the head
was placed in the zero vector position with the central target placed along the z-axis. An HTC Vive
with an integrated Tobii Pro Eye Tracker and data output frequency of 120Hz was used to record
eye and head movement. We were able to record data at full frame rate and mean gaze accuracy
of 1.533°. Eye and head data were synchronised by the Tobii SDK. The HTC Vive has a FOV of
100° in the horizontal plane, 110° in the vertical plane and a frame rate of 90Hz. A “SparkFun 9DoF
Razor IMU M0” attached to the centre of the torso recorded torso movement at 50Hz. Torso data
was recorded with eye and head data during run-time in the Unity application. Sensor latency was
later adjusted during data analysis. The full set-up is seen in Figure 2.

3.3 Procedure

The experiment took place at Lancaster University, approved by the Lancaster University FST Re-
search Ethics Committee. Twenty participants (14 male, 6 female, ages 26.7 ± 3.6) participated in
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the study. After giving informed consent and answering a basic demographic pre-study question-
naire, the participant put on the HMD and body tracking device. The participants would always
perform both tasks in one posture (sitting or standing). Participants always started with the first
task containing within-view targets. Posture order was counterbalanced with a Latin square. The
participants sat in a non-swivel chair when in sitting posture, and was asked to stand in a neu-
tral position when in standing posture (Figure 2). Participants started each task by conducting
an initial eye tracking calibration. The participant would then perform the task while eye, head
and torso movement was tracked for each trial. Each task took 5–12 minutes to complete, and the
participant was asked to take off the HMD and rest in-between tasks until ready to continue. The
whole study took 30–45 minutes to complete for each participant, during which 384 gaze shifts
were recorded.

3.4 Measures and Data Analysis

For each gaze shift we measured the total gaze movement, and the movement of head, torso and
eye as the contributing movement systems:

—Gaze movement during a shift was found by retrieving both eyes’ combined directional gaze
vector in the VE from the eye tracker.

—Torso movement associated with a gaze shift was found by retrieving the directional vector
of the torso by calculating the quaternion retrieved from the IMU. Since the tracking of the
torso was in a different coordinate space than the VE, the initial direction of the torso was
always set to forward in the z-axis at the time of a new target appearing.

—Head movement associated with a gaze shift was found by retrieving the directional vector
of the HMD in the VE. The head-in-torso movement was found by subtracting the head
vector with the torso vector.

—Eye movement (eye-in-head rotation) associated with a gaze shift was found by subtracting
the gaze vector with the head vector.

For the data analysis, we split all gaze shifts into their respective target amplitude, direction and
posture. We divided the data analysis into four main parts:

Temporal coupling. We analysed how the three movement systems aligned in time by comparing
the start times of the eyes, head and torso movements. Only trials with an eventual head movement
were used when comparing the coupling between the eyes and the head movement. The eyes were
considered used if their velocity exceeded 100°/second. A head movement was considered used if
head velocity exceeded 20°/second. Similarly, only trials where both head and torso movements
were found was used when comparing the coupling between the head and torso. A torso movement
was considered used when torso velocity exceeded 10°/second. All thresholds were found through
data testing.

System contribution. We determined the contribution of each system towards a gaze shift by
comparing the eye-in-head, head-in-torso and torso directional vectors with the directional gaze
vector at the point in time where a gaze shift first reached the target. Statistical analysis was
done via repeated measures ANOVA, Greenhouse-Geisser corrected in cases where Mauchly’s test
indicated a violation of sphericity to evaluate the effect of amplitude, posture and direction on each
system contribution. Bonferroni correction was used for pair-wise comparisons. An alpha value
of 0.05 was used for all tests. The analysis was done on all targets together as well as within-view
and beyond-view targets separately.

Relative total movement. Head and torso can continue to move toward a target after it has been
reached by gaze. We captured the total head movement by retrieving the directional vector of
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Fig. 3. The distribution of eye-in-head positions for one participant at the end of the head movement. The

central 90 % consists of the area between the vertical lines.

the head at the end of the head movement, and similarly the total torso movement by retrieving
the directional vector of the torso. For head movements, the reported values are from the head
direction and not from the head-in-torso direction. This allows us to see the total amplitude of
the head movement from its initial position independently of whether the torso was used. All
analyses are then based on the total movement relative to gaze amplitude, as we are interested in
how far head and body are turned toward a gaze target. Statistical analysis was done via repeated
measures ANOVA, Greenhouse-Geisser corrected in cases where Mauchly’s test indicated a viola-
tion of sphericity to evaluate the effect of amplitude, posture and direction on each system’s total
movement. Bonferroni correction was used for pair-wise comparisons. An alpha value of 0.05 was
used for all tests. The analysis was done on all targets together as well as for within-view and
beyond-view targets separately.

Preferred movement range. Any movement of the systems after first reaching a gaze target serves
to reach a preferred eye-in-head and head-on-torso position. We captured preferred ranges using
the Costumary Ocular Motor Range (COMR) and Costumary Head Orientation Range (CHOR) as
used in previous studies of eye–head coordination [47, 67, 68, 70, 71]. We used a Gaussian kernel
method with a standard deviation of 3° to plot the frequency of the relative eye-in-head position at
the end of the head movement of a gaze shift to calculate the eye-in-head range (COMR) as in the
previous work [47, 67, 70]. If no head movement was registered, then the end of the eye movement
was used instead. The preferred eye-in-head range was then defined as the central 90% of the area
under a curve plotting the distribution of eye angle relative to the head (Figure 3). The preferred
head-in-torso range (CHOR) was calculated by applying the same principle to the frequency of
the head position relative to the torso at the end of the torso movement. If no torso movement
was registered, then the end of the head movement was used, and if there was no head movement
either, then the end of the eye movement was used. Note, that the values calculated represent the
whole range in a particular axis, for example, left and right for the horizontal axis.

A disadvantage of the COMR is that it only captures the eye-in-head range after completion
of all movements associated with a gaze shift. However, we observed that long shifts to targets
beyond the FOV did not conform to the straight ballistic movement to within-view targets, and
therefore also analysed eye-in-head range during gaze shifts for beyond-view targets. We de-
fined the preferred eye-in-head position as the mean eye-in-head position between the start of
the eye movement until the target was reached. Movement ranges were analysed with repeated
measures ANOVA to study the effect of posture and direction (and amplitude in the case of the
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eye-in-head range during gaze shifts), using Greenhouse-Geisser correction in cases where
Mauchly’s test indicated a violation of sphericity. Bonferroni correction was used for pair-wise
comparisons. An alpha value of 0.05 was used for all tests.

4 STUDY RESULTS

The 20 participants performed gaze shifts towards each stimulus three times in sitting and standing
posture which resulted in a total of 7,680 gaze shifts among all participants. A total of 4,800 gaze
shifts were performed towards within-view targets, and 2,880 gaze shifts towards beyond-view
targets. A total of 87 gaze shifts (1.1%) were removed from the data analysis due to failed tracking
or the participant not finding the target. The analysis showed that gaze behaviour was symmetri-
cal in both horizontal directions, both upwards diagonal directions and both downwards diagonal
directions. However, differences were found between the two vertical directions. Therefore, the
results presented in this section have been categorised into upwards, downwards, horizontal, up-
wards diagonal and downward diagonal gaze shifts for readability.

4.1 Temporal Coupling and Patterns of Movement

For each gaze shift, we analysed the start- and end-time for associated eye, head and torso move-
ment, to identify general patterns of coordination and temporal relationships. The reaction time
before any movement was registered was on average 200ms for within-view targets, and 375ms
for beyond-view targets. The additional reaction time for beyond-view targets is explained by
participants needing to process the directional arrow.

4.1.1 Patterns of Movement. Figure 4 illustrates the different gaze shifts that participants per-
formed during the study. The choice of movements during the gaze shift was dependent on multi-
ple factors; amplitude, direction, posture as well as individual differences. The eyes were generally
first to move toward a target, followed by optional head and torso movement. Head movement
generally preceded any torso movement.

Smaller gaze shifts at amplitudes of 15° or less were generally performed by the eyes only,
without any significant head or torso movement. This corresponds with observations reported for
gaze in the real world [13, 16, 33]. Head movement that supported larger gaze shifts generally
started before the gaze target was reached, whereas any torso movement was further delayed, and
frequently only occurred after a gaze target was first reached.

Both the head and torso would often continue to move or start moving after the target had
been reached by the eyes, to which the eyes responded with stabilising VOR movement in the
opposite direction. These movements were made by the participants to reach an eye-in-head and
head-in-torso position that is more comfortable over an extended period. We observed these move-
ment patterns across all amplitudes and postures in our VR study, and they correspond with gaze
behaviour observed in real-world studies [58, 73].

4.1.2 Lag between Eye, Head and Torso. For any gaze shifts supported by head movement, we
observed that the lag between eye and head differed depending on visibility of the target. For
within-view targets, participants started a head movement on average at 150ms after the start
of the eye movement, whereas the difference was only 30ms on average for beyond-view targets
(Figure 5). These results seem to confirm previous research suggesting that there is an earlier head
movement when the gaze shift is the result of top-down goal-driven behaviour, as is the case for
beyond-view targets, as opposed to a bottom-up reaction to a target appearing, which may be a
factor for within-view targets [10].

The torso would rarely move independently and would mainly start after the head movement.
Torso movement was generally not used in conjunction with the gaze shift for amplitudes under
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Fig. 5. Distribution of head movement start-times relative to the start of the eye movement, shown for the

different combinations of posture (left: sitting; right: standing) and target visibility (top: within-view; bottom:

beyond-view).

Fig. 6. Distribution of eventual torso movement start-times relative to start of the head movement. The torso

is used more and follows the head with less delay when users stand and the gaze shift involves a horizontal

component.

45°. Additionally, torso movement was rarely used in vertical directions or in sitting posture. If a
torso movement was used, then it was often used in a later period during the gaze shift, on average
550ms after the head movement. However, torso movement was found for 85% of all horizontal and
diagonal shifts in the standing posture at amplitudes of 45° or larger, and in these cases followed
the head more quickly, with a lag of only 300ms on average (Figure 6).

4.1.3 Time to Reach Target. Figure 7 shows the median time to reach the target. For small am-
plitudes, the reach time is quick since only the fast eyes are needed to reach the target. However,
the reach time increases for amplitudes larger than 35° due to that the slower head needs to be
used to be able to reach the target. We observed no HMD specific effect; once a gaze shift had been
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Fig. 7. Median time to reach the target as a function of amplitude for each direction and posture, excluding

reaction time. The vertical line denotes the boundary between within-view and beyond-view gaze shifts.

Gaze shifts in the horizontal direction are fastest, and vertical gaze shifts are slowest.

Fig. 8. Single-trial examples of gaze shifts showing the movement of each system as a function of time. Eye

movement is shown relative to the head; all other movements are shown relative to the environment. Note

the ballistic movement to targets in closer range versus stepped movement to targets over a larger amplitude,

in both seated and standing posture.

initiated, there was no marked slowing down in reaching targets just beyond view, compared to
just within view.

We also see a pattern in both postures where the vertical gaze shifts require a longer time
to reach the target compared to diagonal and horizontal gaze shifts. Horizontal gaze shifts were
shown to be the fastest. No large differences were found when comparing between postures. Also,
note that differences between directions mainly appear at the largest amplitudes (80° and 100°).

4.1.4 Single Trial Examples. Figure 8 shows single-trial examples of typical gaze shifts per-
formed by participants during the study. The top row shows gaze to a target within-view at a
amplitude of 35°. The target is reached in one ballistic movement, largely based on eye movement
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with some support by the head. Upon reaching the target, head and eye movement become oppos-
ing and the gaze is stabilised. The pattern is equivalent for sitting versus standing posture.

The bottom row in Figure 8 shows a typical example of a larger gaze shift, to a target presented
beyond-view at a amplitude of 100°, exposing a strikingly different movement pattern. Large gaze
shifts would commonly start with the eyes and head moving towards the target. However, as the
eyes are much faster than the head, the eyes would move and then wait for the head to catch up
before making another movement. The eyes would in general stay closer to the head compared to
what we initially expected. We thought that the eyes would continuously stay ahead of the head
at larger eccentricity, gazing toward the edge of the HMD screen where the target is expected to
appear, whereas what we found is a distinct stepped behaviour of less eccentric eye shifts and VOR
eye movements until the gaze target is reached. This pattern starts to appear at amplitudes of 45°
and becomes more prevalent when the amplitude increases. We observed this behaviour in both
sitting and standing posture, for all gaze directions.

The single-trial examples also illustrate the absence of torso movement for smaller gaze shifts
versus their contribution to larger shifts. Note that the head position shown in these plots repre-
sents the combination of torso orientation and head-on-torso relative rotation.

4.2 System Contributions Towards Reaching the Gaze Target

Our next analysis examined the relative contribution of eye, head and torso movement toward
first reaching the gaze target, i.e., which proportion of the amplitude each of the systems covered.
Figure 9 provides a complete overview of the system contributions, depending on amplitude and
shown for the different directions and postures.

4.2.1 Eye Contribution. Amplitude had a main effect on eye contribution, but direction and
posture also had an influence. The eyes perform the significant majority (>90%) of the gaze shift
towards the target for amplitudes of 25° or less, with the head and torso contributing a minimal
amount. These amplitudes are easily reached by the eyes alone, and these results were seen in both
postures and all directions. However, the eyes contribute less towards the gaze shift as the ampli-
tudes increase beyond the preferred eye range, down to 30–35% for targets at a 100° amplitude.

In general, there was no interaction between amplitude and posture. However, the results
showed a significant interaction between amplitude and direction. The direction had a significant
effect on eye contribution for gaze shifts of 25° and larger, in both postures. Participants would,
in general, have a larger eye contribution for downwards shifts compared to the other directions.
The results showed that eye contribution was symmetrical within the horizontal, upwards diagonal
and downwards diagonal directions respectively but this was not the case for vertical directions,
where eye contribution were larger in downwards direction than upwards. This can be explained
by many tasks naturally require us to gaze downwards at our hands and the limited visual FOV
upwards.

Posture did not have any significant effect on eye contribution and no significant interaction
with either amplitude or direction. For full statistical analysis, see Appendix A.

4.2.2 Head Contribution. Unsurprisingly, amplitude had a significant effect on head contribu-
tion. The head provided a minimal contribution for small amplitudes in both postures and all di-
rections (<10%). However, the head contribution became more substantial as the target amplitude
increased, reaching up to 60% contribution at 100°. The results also showed a significant interac-
tion between amplitude and direction for both postures and both within-view and beyond-view
amplitudes. In sitting posture, participants tended to use their head less downwards for within-
view amplitudes compared to the other directions. In standing posture, the head contributed more
in vertical directions due to less torso movement. Head contribution was symmetrical within each
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Fig. 9. The average contribution from eye, head and torso toward first reaching the target, depending on

target amplitude and shown different directions and postures. The vertical line indicates the edge of the

participants’ initial FOV.

posture when comparing the two horizontal, upwards diagonal and downwards diagonal direc-
tions, respectively. However, the head would contribute slightly less in downwards direction com-
pared to the downwards direction. Posture and amplitude had a significant interaction for beyond-
view amplitudes in horizontal and both diagonal directions due to the added torso movement in
standing posture, where the difference in head contribution between the postures could be up to
20% of the gaze shift. Posture showed no significant effect in vertical directions. Posture and di-
rection showed to have a significant interaction for amplitudes at 80° and 100° due to the added
torso movement. For full results, see Appendix B.

4.2.3 Torso Contribution. Torso contribution was in general only prevalent in standing posture
in horizontal and diagonal directions for beyond-view amplitudes where it would reach up to 20%.
Amplitude and posture only had a significant interaction for horizontal, and both diagonal direc-
tions as the torso was rarely used for vertical directions. No significant interaction was found for
within-view amplitudes as participants rarely used their torso at such small amplitudes. Amplitude
and direction only had significant interactions in standing posture. However, amplitude showed
to have a main effect on torso contribution in all directions and postures. Posture and direction
had a significant interaction at beyond-view amplitudes. Additionally, the direction had a signif-
icant effect on torso contribution in standing posture for beyond-view amplitudes. Posture had a
significant effect on horizontal and both diagonal directions for amplitudes at 45° and above. Just
as with the eyes and head, torso contribution was symmetrical horizontally and diagonally. For
full results, see Appendix C.
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Fig. 10. The average total movement of the head and torso toward a gaze target as a percentage of the target

amplitude, depending on target amplitude, and shown for different directions and postures. The vertical line

indicates the edge of the participants’ initial FOV.

4.3 Total Movement of Systems

As illustrated by the single-trial examples shown above (Figure 8), much of the head and torso
movement associated with gaze shifts occurs after a target is first reached by the eyes. Our next
analysis thus considered the total movement of head and torso toward the gaze target. The re-
sults are summarised in Figure 10, showing how far head and torso turned toward a target as a
percentage of the gaze amplitude.

4.3.1 Total Head Movement. The results show that the relative total head movement was larger
than the head and torso contribution together, as participants generally continued to move their
head after the target was reached in order to obtain a more comfortable eye-in-head position.
We observed a high variance in the amount of head movement from participant to participant,
with differences of up to 30° in how much they oriented their head toward a target at the end of
gaze shift. This indicates that different tendencies in using head movement, previously observed
in real-world studies, are also seen in VR.

We further observed that the total head movement was generally short of the full gaze amplitude.
While participants often continued to rotate their head toward a target after first reaching it with
their eyes, their head did not follow their eyes all the way. This behaviour was found in both
postures and all directions. It can be explained by the relative effort required for head versus eye
movement, and relative saving of energy by only moving the head as far as reaching a comfortable
as opposed to central eye-in-head position.

The total head movement was symmetrical in horizontal, upwards diagonal and downwards
diagonal directions but participants tended to move their head further upwards compared to
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downwards. Statistical analysis showed that not only amplitude but also direction and posture
affected total head movement.

Over shorter amplitudes within-view, head movement is not necessarily needed to achieve a
gaze shift, but given the short range it can be performed in any direction without strain. As such
the amount of head movement can be highly varied, and we observed relative head movement
from none to almost 90% of the gaze amplitude. However, for beyond-view, head movement was
essential to bring the target into the FOV and we therefore saw less variation in the amount of
relative head movement. Direction had a main effect in both postures for beyond-view amplitudes
where more head movement was generally made in horizontal and diagonal directions. Posture
only had a significant main effect in horizontal and both diagonal directions where the extra torso
movement would help the head move further. Amplitude only showed a main effect for movements
with horizontal component in seated posture, where the relative total head movement peaks at
60° and then decreases as the torso is not able to help the head to travel further. For full statistical
analysis, see Appendix D.

4.3.2 Total Torso Movement. Just as with the head, we saw torso movement continued or started
after a target was reached, but to a much smaller extent. Participants would generally only use
the torso for beyond-view amplitudes, in horizontal and diagonal directions in standing posture
during which the torso would turn horizontally. The torso was rarely used in vertical directions
or sitting posture. For these conditions, torso movement was generally only seen at the largest
amplitudes. The results indicate that torso movement may not be necessary to reach a position
of comfort toward targets in the range we studied. However, participants would still support any
non-vertical head movement with their torso when they were not constrained by sitting.

Statistical analysis again showed that amplitude, posture and direction had a significant effect
on total torso movement. Large differences in total torso movement were found for beyond-view
amplitudes. In this range, a significant interaction was found between amplitude, posture and di-
rection. Also, significant interactions were found between amplitude and direction in both postures
as well as amplitude and posture in horizontal directions. Additionally, amplitude had a main effect
on total torso movement regarding percentages in both postures and all directions except for hori-
zontal directions in standing posture. Posture and direction showed to have significant interaction
and main effects for all beyond-view amplitudes. For full statistical analysis see Appendix E (Note
the full analysis shows significant effects also for within-view gaze shifts; however, the total torso
movement in that range was minimal and observed effects pertain to small differences only).

4.4 Preferred Motion Ranges

The next set of analyses was on the range of eye and head motion used, to gain insight into pre-
ferred ranges.

4.4.1 Costumary Ocular Motion Range. As shown above, the head continues to move toward
a gaze target after it has been reached by the eyes, so to reach a preferred eye-in-head position.
Figure 11 illustrates the range of final eye-in-head positions observed in the study. The eyes’ mo-
tion range varied from 20° to 70° among the participants for all postures and directions showing
large individual differences. In range and variance, the results are comparable with findings in
real-world studies of eye–head coordination [15, 47, 67, 70, 71]. The results show that the preferred
range is significantly smaller than the physiologically possible range of eye movement (100°), and
as such also significantly smaller than the FOV of contemporary HMDs.

Statistical analysis showed that the COMR was significantly higher in sitting posture for hor-
izontal (F(1, 19) = 9.23, p = .007), downwards diagonal (F(1, 19) = 9.78, p = .006), and upwards
diagonal (F(1, 19) = 7.56, p = .013) directions compared to standing posture. These results align
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Fig. 11. The Customary Ocular Motion Range among all participants, with the median value marked.

Fig. 12. The Customary Head Orientation Range among all participants, with the median value marked.

with our observation that participants would move their heads further in standing posture than
when seated, for directions with a horizontal component. Direction had a significant effect on
COMR in both sitting (F(3, 57) = 7.00, p < .001) and standing posture (F(1.80, 34.28) = 18.93,
p < .001) where vertical directions had a significantly larger COMR compared to horizontal di-
rections. The larger COMR can be explained by the more limited range of the head vertically
versus horizontally [12], and lack of support by the torso for vertical head orientation shifts.

4.4.2 Costumary Head Orientation Range. As shown in Figure 12, the preferred head-in-torso
range was between 130°–180° in sitting posture and 80°–160° in standing posture, showing large
individual differences. We observed a significant interaction between posture and direction on
CHOR (F(1.81, 34.36) = 27.32, p < .001). CHOR was significantly higher in sitting posture for hor-
izontal (F(1, 19) = 170.03, p < .001), downwards diagonal (F(1, 19) = 85.48, p < .001) and upwards
diagonal directions (F(1, 19) = 96.37, p < .001) compared to sitting posture. No significant differ-
ence was found between postures in vertical directions as participants tended to not use their torso.
Direction showed a significant effect in standing posture (F(2.15, 40.93), p < .001) where vertical
directions had a significantly higher CHOR compared to the other directions, and the diagonal
directions had a significantly higher CHOR compared to horizontal directions. No significant dif-
ferences were found in the sitting posture as there was minimal torso movement in all directions.
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Fig. 13. Average eye-in-head position from start of a gaze shift to reaching the target, as a function of target

direction and amplitude, shown for larger amplitudes and sitting versus standing posture.

4.4.3 Preferred Eye Range During Gaze Shifts. The COMR analysis above is based on eye-in-
head position upon completion of a gaze shift. We additionally analysed the range within which
the eyes moved relative to the head during the movement to a gaze target. Figure 13 shows the
average preferred eye-in-head positions from the start of the gaze shift to the first hit on the target,
for shifts towards beyond-view targets (60°, 80° and 100°). As shown, the range is not symmetric
but larger in downward direction. We observed large individual differences where the standard
deviation was around was around 5°.

Statistical analysis showed a significant interaction between amplitude, posture and direction on
eye-in-head range during gaze shifts (F(10.44, 553.12)= 1.93, p= .037). Amplitude and direction had
significant interaction in sitting posture (F(10.17, 549.23) = 3.26, p < .001), and in standing posture
(F(10.31, 587.88) = 2.81, p = .002). The results showed that an increase in amplitude would lead to a
significantly larger eye-in-head range for participants, except for upwards and upwards diagonal
directions in both postures. The direction also had a significant effect, with a larger eye-in-head
range downwards compared to other directions, coinciding with our observation of a larger eye
contribution downwards compared to other directions. Participants also tended to have a larger
eye-in-head range for sitting posture compared to the standing posture. A possible explanation
is that the standing posture affords more freedom of head and torso movement to the effect that
participants have less need to ‘stretch’ their eyes.

4.5 Participant Variability

A common theme for all results was the high variability. Gaze shifts made by the same participant
showed consistent behaviour, but gaze shifts between participants showed high variability. The
results showed that this was primarily due to differences in the amount of head movement used.

Figure 14 shows the difference between participants in total head movement in the seated con-
dition. The majority of participants used their head to support gaze at all target amplitudes, but a
number of participants tended to do so only for larger target amplitudes where head movement
became unavoidable. For sitting horizontal gaze shifts of 35°, the total head movement had a mean
of 21.19° (s.d. 8.02°), but there were clear outliers. Participant P20 reached all targets at this ampli-
tude without any head movement, and P1 exhibited only little head movement (5.60° (s.d. 1.89°).
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Fig. 14. Total Head Movement (THM) for horizontal gaze shifts in sitting posture. The red line indicates the

mean THM across all participants, while each black line represents the mean THM for a single participant.

The vertical line indicates the edge of the participants’ initial FOV. Note that some participants displayed

distinctly less head movement for targets within-view.

We found corresponding results for the COMR measure of eye movement range. The mean COMR
was 39.56° (s.d. 14.33°) but P20 and P1 had much larger COMR values (P20: 73.47 and P1: 65.21),
highlighting their more extensive use of eyes.

The observation that some participants would use their head frequently, while others would
not move their head unless it was needed for reaching a gaze target, aligns with findings in funda-
mental neuroscience research [15, 47, 67, 70, 71]. However, it is not clear whether there are distinct
groups of ‘head-movers’ versus ‘non-head-movers’ as proposed in past work [15], or whether there
is a continuum in individual tendency to support gaze with head movement.

5 DISCUSSION

The study results provide in-depth insight into eye, head and torso coordination of gaze shifts.
Here, we discuss the results with regards the factors of interest we had identified, starting with a
general comparison of our findings in VR with findings of studies in real environments. Note that
we cover design implications and limitations separately, following the discussion.

5.1 Virtual Reality versus Real World

Our study indicates that gaze shifts are generally performed in the same way in VR as in the real
world. Just as in the real world, smaller gaze shifts up to 25° were mostly performed with the eyes
while the head and torso contributed more when gaze shifts were larger [13, 16, 33]. Our results
on eye-in-head motion are also similar to customary ocular motion ranges observed in the real
world (COMR means in the range 45–55°, with standard deviations 7–24° [47, 67, 68, 70, 71]), and
we found comparable variability in head movement tendency as previously observed in real world
gaze [15]. The correspondence of our results with prior observations is of importance as it implies
that general knowledge of visual attention and gaze can be transferred to head-mounted VR. This
was not necessarily expected, given the limited FOV of HMDs and additional weight they impose
on head movement. However, our study did not directly compare virtual and physical reality, and
a recent direct comparison observed that a higher proportion of gaze shifts were supported by
head motion when users were in VR [49].
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Our study had more extensive coverage than prior studies of eye–head coordination, which
primarily focussed on horizontal gaze shifts, in seated position, and frequently over shorter ranges.
Given the similarities observed for horizontal gaze shifts, we expect that observations on gaze
shifts in other directions and in standing versus seated posture are generalisable from our study
in VR to gaze in the real world. Note, the head orientation ranges (CHOR) we observed were
considerably higher than reported by prior studies but this is explained by the wider range of gaze
shifts we covered (±100° compared to, e.g., ±45° in [68]).

We observed a distinct pattern of stepped gaze shifts where the eyes performed a series of sac-
cadic shifts toward the target interleaved with VOR movement to let the head catch up (Figure 8).
We have not found any detailed description of this behaviour in prior literature, although Land
noted that large gaze shifts can occur in steps [34]. It is reasonable to assume that people perform
gaze shifts similarly in the real world, to keep their eyes within a preferred range during transition
to a gaze target. However, the question arises whether the limited FOV of the HMD affects how
frequently the eyes wait for the head. The further the eyes rotate from the head, the more of the
viewer’s peripheral vision lies beyond the displays boundary without stimulation by the virtual
scene, and this might trigger the eyes to wait. It might also be that gaze is stepped so to stay within
a visual range of the display that is reachable by both eyes.

5.2 Amplitudes and Gaze Zones

Amplitude has a critical effect on eye, head and torso coordination. This effect is natural as both
the eyes and head have a limited range of motion and therefore need to coordinate, also with the
torso, to achieve gaze shifts over larger amplitudes. However, we saw that head and torso supported
gaze not only to extend the reach of the eyes, but also to stabilise gaze in a comfortable position.
This effect becomes more apparent for larger gaze shifts. Based on our results, we propose the
following three gaze zones: gaze shifts up to 25° that can be comfortably achieved eyes-only; gaze
shifts in the range 25–50°, where eyes and head together reach targets comfortably; and gaze shifts
over amplitudes larger 50° where eyes, head and also torso need to work together for comfortable
viewing. The larger the amplitude, the more apparent are also differences between directions and
postures.

5.3 Within-view versus Beyond-view

Visibility effects overlap with amplitude effects, as the targets were within-view in our study when
they were within the first two gaze zones proposed above, and beyond-view when they were in
the third gaze zone. However, there was a distinct effect on the relative starting times of head and
eye movement, with the head movement more quickly initiated when targets were beyond-view.
The effect is explained by significant differences in the two tasks we used. Within-view targets
required the user to perform a reactive gaze shift, in response to a stimulus appearing in their
peripheral vision. Beyond-view targets, in contrast, required the user to process a directional cue
and perform a predictive gaze shift toward the direction in which the target is expected. Prior
work in neuroscience suggests that reactive gaze is led by the eyes followed by the head, whereas
predictive gaze involves earlier head movement [10]. The results in our study appear to support
these prior observations.

However, in our study, participants only had knowledge of the target direction but not of how
far beyond the view it was positioned, adding to relative complexity of the task. Search for the
target may have played a role in the stepped gaze behaviour we observed for beyond-view targets.
We saw more frequent interleaving of the saccadic shift with VOR eye movement than we had
expected and this could be explained by the eyes intermittently stabilising on the virtual scene to
be able to assess whether the target has come into view.
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5.4 Sitting versus Standing

The results showed that the head and torso were used significantly more in standing posture com-
pared to sitting posture for large gaze shifts. Standing posture offers more freedom of movement
for the torso, and in extension the head, compared to sitting posture and therefore induces a differ-
ent user behaviour. The head moves further from its initial position in standing posture compared
to sitting posture (see total head movement, Figure 10), but the head-in-torso range is signifi-
cantly larger in sitting position where the torso is not able to provide as much support (see CHOR,
Figure 12). This shows that users prefer to support head movement with torso rotation for head
shifts even when these are well within head motion range.

5.5 Comparing Directions

The coordination of eye, head and torso is also influenced by direction of gaze shifts. We found
no differences between the horizontal directions, but significant differences between the vertical
directions. As a consequence, differences were also found between upwards versus downwards
diagonal directions. In general, participants would use their eyes more and their head less for
downwards shifts compared to upwards shifts, explained by the asymmetric structure of the head
where the visual range upwards is more constrained in range.

In the standing posture, participants tended to have different coordination for vertical shifts
compared to horizontal and diagonal shifts. These differences are mainly due to the torso not being
involved in vertical shifts but in other directions. In the sitting posture, the different directions
showed less of an effect, with exception of downwards shifts for which the eyes were used more
in comparison with other directions.

6 DESIGN IMPLICATIONS

The insights we gained into eye, head and torso coordination lead to a range of implications for
VR and interaction design. We reflect implications pertaining to eye, head and torso movement, in
each case identifying factors to take into account in design, and suggesting how to reflect them.
We also reflect on limitations of our study, and validity of findings.

6.1 Eye Movement

The eyes can be used for interaction in many VR design areas. However, certain factors should be
taken into account when designing these interactions, namely the following:

—The eyes contribute more than 90% of the gaze shift for targets at 25° or less amplitude.
—The contribution of the eyes is not affected by the posture.
—The eyes move further downwards relative to the head compared to other directions.
—The eyes prefer to remain within a certain range relative to the head and will wait for the

head to catch up in order to remain within that range.
—The eyes’ range of motion relative to the head is dependent on the user.

The preferred eye-in-head range during gaze shifts and at the end of gaze shifts (COMR) can
be used for the placement of non-diegetic UI elements. The preferred eye-in-head range indicates
where to place UI elements in the FOV so that they are not in the area where the user spends
most of their time looking. However, while it is possible to place UI elements further out than the
average user will naturally look, it may cause long-term strain on the user as they then have to
reach eye-in-head positions that they would normally not do. Additionally, placing elements too
far out in the FOV may expose limitations of current VR technology at the edges of the screen
such as chromatic aberration or reduced eye tracking accuracy.
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A common theme in the results was that participants tended to use their eyes more down-
wards compared to other directions. Therefore, placing objects below the current object-of-interest
should be more suitable if the aim is to reduce head movement. For example, when placing subti-
tles that are attached to the speaker, it may be more suitable to place them below the speaker to
decrease the likelihood of unnecessary head movement when users are shifting between the sub-
titles and speaker. The placement naturally depends on the user’s relative position to the speaker,
but placing subtitles under the current object-of-interest should leave a larger eye comfort range.

The factors can also be used for the design of future eye tracking applications in VR. Eye track-
ing in VR offers multiple advantages over common screen-based eye tracking such as the blocking
of external light, the eye tracker being closer to user’s eyes, the eye tracker being less affected by
user’s head movement [21]. However, VR applications induce different user behaviour that often
requires more body movement compared to interaction with regular desktops, and it is vital to
understand the gaze behaviour in VR to transfer relevant design knowledge from desktop applica-
tions to VR applications. First implementations of gaze interaction techniques in VR have already
been investigated [52, 53, 56, 69], but we expect that better understanding of eye, head and body
coordination can inspire new techniques.

6.2 Head Movement

In VR, the head position determines the view that is exposed to the user. In existing work, it tends
to be assumed that this coincides with where the user looks. However, our results show that head
orientation is problematic as an approximation of gaze. There are multiple factors regarding head
movement that should be taken into consideration when designing VR experiences:

—Users rarely shift their head fully towards an object to which they have shifted their gaze.
—The amount of head movement towards the target is dependent on the user.
—A significant part of the head movement is performed after the gaze has reached the target,

especially for targets reachable by the eyes only.
—The amount of head movement is dependent on the direction. Head movement is symmet-

rical horizontally, upwards diagonally and downwards diagonally, but not vertically. People
use less head movement downwards compared to upwards for within-view amplitudes.

—Standing posture offers more freedom of movement compared to sitting posture and there-
fore more movement towards the target in horizontal and diagonal directions.

—Users perform head movement earlier, relative to the yes, if the gaze target is outside their
current FOV.

The knowledge of these factors can be used for many fundamental design considerations. For
example, the factors can be used to better place upcoming objects of interest. If the approximate
position of the FOV at the end of a gaze shift is known, then the next object of interest can be placed
within that theoretical FOV to maximise the likelihood of the object being visible upon completion
of the gaze shift. This information can also be used ergonomically, where objects can be placed in
a manner that decreases unnecessary head movement and reduces strain on the user. For example,
if the user is expected to shift back and forth multiple times between objects of interest then it
would be advantageous to place the items within 20° of each other where the eyes can do most of
the work. On the other hand, if the user is expected to shift once between two objects of interest,
then it may be advantageous to have the objects of interest further apart in order to increase the
likelihood of head movement so that more of the upcoming objects of interest appear in the FOV.

The large variability among users in head movement tendency is important to reflect in VR
design. Head pointing is widely used for interaction in contemporary VR applications [3] but may
be unnatural and more straining for users who tend to avoid head movement when gaze targets are
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attainable by the eyes only. Comparative studies of head versus gaze pointing generally find head
pointing preferred [53], but this fails to account for individual differences and growing evidence
that a significant proportion of people can be regarded as ‘non-head movers’. Another aspect to
consider is that since the HMD is attached to the head, the amount of head rotation a user performs
will, in turn, impact what they will see in the VE. As a consequence, different users may have
completely different visual experiences.

It is also important to consider the posture of the user when designing experiences in VR.
Whether the user is standing or sitting affects the head movement of the user, which in turn will
influence the user’s FOV and overall visual experience. Additionally, VR experiences that require
much turning may prove strenuous in seated posture, as they induce head movement over larger
ranges than users would choose if their torso movement was not constrained.

6.3 Torso Movement

Torso movement is used to reach further than is possible by the eyes and head alone as well as
to reach more comfortable eye-in-head and head-in-torso positions for the user. Forcing users
to overextend their head in order to reach targets may be unsustainable ergonomically and may
negatively affect the user experience. Therefore, it is important to understand factors that affect
torso movement:

—Torso movement is rarely used for amplitudes up to 50°.
—Torso movement is highly dependent on posture and direction where torso movement is

generally only performed for horizontal and diagonal shifts in standing posture.
—Participants perform torso movement even if it is not necessary to reach the target.
—A significant part of the torso movement is performed after the target has been reached by

the gaze.

Knowledge of the torso movement behaviour can be used to roughly approximate the torso’s
current position based on the position of the head and gaze. In this user study, we attached an IMU
to the torso to record the current torso movements, however such devices are generally not avail-
able in commercial VR devices and it is common to assume that the rest of the body is aligned with
the HMD. The findings from our user study could be applied to better estimate torso orientation
relative to the virtual environment, as a possible context or input for interaction.

6.4 Limitations

Any study design represents choices that may pose limitations on the validity of results. First to
consider is the abstract nature of the tasks we chose, in which participants were instructed to
shift their gaze to a unique target, in the absence of any distractors. Prior eye–head coordination
research, in particular the extensive work of Land and colleagues [33, 34], has shown that fun-
damental insights gained under such a paradigm generalise well to naturalistic use of gaze. This
gives us confidence that the results we discussed hold in principle, but other types of tasks, for
example visual search or free-viewing, might expose specific differences.

One of our key observations, of the head typically following the eyes only to within 80–90%, is
corroborated by recent works on visual exploration of 360° images and provides an explanation
for the head-to-eye fixation offset those work reported [55, 63]. In our study, there was always
only one target to reach, after which to return to the display centre. Users might use their head
and body more if they have further targets to reach in the same direction. We suspect that this
might affect gaze shifts that are otherwise not supported by the head. It is also possible that the
total head movement would increase but we consider this less likely given that other work also
observed a general offset between head and eye fixations.
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Although we used a 3D virtual environment, we chose to present all stimuli at a fixed depth to
ensure that our results would not be confounded by accommodation effects. However, it will of
course also be interesting to study depth as a factor in gaze shifts. We speculate that there is not
much interaction between depth accommodation and eye–head–torso contribution, although it is
possible that depth conflicts could induce more central alignment of the head with gaze targets.

With N = 20 participants, our study was significantly larger than most prior studies on eye–
head coordination, however not of sufficient scale to attain conclusive results on head movement
variability. We observed participants who displayed distinctly less head movement than the ma-
jority and this may indicate that there are users for whom head-based control may be less natural
than generally assumed for interaction in VR and HMDs. The neuroscience literature lends credi-
bility to a possible differentiation of users with more head movement versus users with wider eye
movement ranges [15, 70, 71]. However, it may also be that some participants chose to use their
head less than they otherwise would as the task required them to return their gaze to the display
centre after they dwelled briefly on a target.

Our study was conducted in a head-mounted VR environment. However, the subset of our re-
sults for which we found comparable data in real world studies of eye–head coordination shows a
strong correspondence. We therefore suggest that most results, such as on proposed gaze zones and
preferred motion ranges, will be valid and relevant also beyond VR and HMD-based interaction,
especially for settings that involve gaze over wider fields of view (e.g., display walls, multi-device
environments and wearable AR). However, for some of the behaviours we observed, for instance
stepped eye movement in large gaze shifts, it is not clear how much they may have depended on
the nature of the VR environment with limited FOV.

The specific choice of apparatus also presents potential limitations. Eye, head and body tracking
all can involve measurement error but we regard this as negligible in our study, given the use of
high-end sensors and careful calibration. The display technology can also influence gaze behaviour.
We suspect that the FOV might be a factor in how large gaze shifts are performed, but other
potential factors include the weight added to the head, and optical features such as pincushion
distortion with lower resolution toward the edges (e.g., Playstation VR HMD). The HMD we used
had a FOV that is representative for contemporary devices, but at 100° it implied that we can
not know whether effects observed for gaze shifts larger 50° from the centre were more due to
increased amplitude, or to targets not being visible at the onset.

7 CONCLUSION

The study we reported provides detailed insight into eye, head and torso coordination during gaze
shifts. We learned that posture and direction in addition to amplitude has an effect on gaze shifts,
identified gaze zones reflecting different levels of eye, head and torso contribution, and observed
preferred motion ranges and how these vary for different user groups. There are a number of
fundamental conclusions we draw from the work.

First of all, gaze is multimodal. That gaze involves not only eye but also head and body movement
is not new knowledge as such. However, the HCI field has generally treated gaze as unimodal, most
commonly associated with eye movement only. We argue that understanding gaze as multimodal
is critical as we move to forms of interaction that expose wider fields of view, including display
walls, room-scale interactions, HMDs, virtual environments and mixed realities. We propose gaze
zones to guide design of gaze interaction beyond single screens, with each zone relating to a range
over which we interact, and movements on which we draw for visual attention.

Secondly, eye, head and body movement are connected. All three movement systems, the eyes,
head and body, have been considered separately (and extensively) as input, control or cue for HCI.
Our work shows that they are in fact closely coupled as we shift our gaze and attention. This
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is fundamental for any visual forms of interaction. We argue that knowledge of the underlying
interactions between eyes, head and body holds rich potential for design of novel interactions
techniques.

Thirdly, eye and head do not compete but cooperate. Eye and head orientation have been com-
pared and contrasted as computer input in a range of studies over the last 20 years [6, 7, 19, 32,
53]. We argue that this dichotomy is unhelpful as eye and head are naturally coupled. Existing
ideas of combing eye and head for interaction reinforce their treatment as separate (e.g., with
mapping to different steps in an interaction), whereas we suggest to leverage them as integral to
take advantage of natural eye–head coordination behaviour.

Finally, there are significant individual differences in head movement associated with gaze.
While the majority of users display head movement that complements eye movement during a
gaze shift to different extents, the data also suggest there are users who prefer to use their heads
only when gaze targets were not reachable by the eyes alone, and in contrast use a wider eye
motion range. Evidence of individual head movement differences is highly significant for interac-
tion in VR and HMDs, where head movement is central to navigation and visual experience of the
environment.

APPENDIX

A EYE CONTRIBUTION

Table 1. Repeated Measures ANOVA Statistical Analysis on the Effect of Amplitude on Head Contribution

Eye Contribution Amplitude

All Amplitudes 3-Way Interaction F(8.86, 168.39) = 1.20, p = .296

2-Way Interaction
Amplitude, Direction

Sitting

F(7.86, 149.43) = 4.92, p < .001

Standing

F(5.17, 98.18) = 5.64, p < .001

Upwards Up-Diagonal Horizontal Down-Diagonal Downwards

2-Way Interaction
Amplitude, Posture

F(2.91, 55.28) = 0.53
p = .661

F(3.83, 72.68) = 0.32
p = .857

F(3.41, 64.81) = 1.71
p = .168

F(3.02, 57.43) = 1.43
p = .243

F(2.45, 46.57) = 1.01
p = .387

Amplitude Main Effect,
Sitting Posture

F(2.92, 55.45) = 215.90

p < .001

F(2.77, 52.60) = 283.64

p < .001

F(2.78, 52.87) = 527.47

p < .001

F(3.00, 56.97) = 426.78

p < .001

F(2.81, 53.46) = 289.84

p < .001

Amplitude Main Effect,
Standing Posture

F(2.15, 40.77) = 207.53

p < .001

F(2.43, 46.16) = 267.35

p < .001

F(2.20, 41.70) = 594.60

p < .001

F(1.83, 34.82) = 492.58

p < .001

F(2.43, 46.10) = 259.62

p < .001

Within-View 3-Way Interaction F(6.85, 130.05) = 0.99, p = .456

2-Way Interaction
Amplitude, Direction

Sitting

F(5.88, 111.77) = 3.64, p = .003

Standing

F(3.82, 72.54) = 4.91, p = .002

Upwards Up-Diagonal Horizontal Down-Diagonal Downwards

2-Way Interaction
Amplitude, Posture

F(2.07, 39.35) = 0.76
p = .478

F(2.40, 45.64) = 0.14
p = .905

F(2.39, 45.38) = 1.18
p = .323

F(1.91, 36.37) = 1.33
p = .277

F(1.45, 27.58) = 0.98
p = .362

Amplitude Main Effect,
Sitting Posture

F(2.42, 46.02) = 36.76

p < .001

F(1.98, 37.67) = 24.27

p < .001

F(1.77, 33.64) = 40.42

p < .001

F(1.81, 34.47) = 25.00

p < .001

F(1.30, 24.64) = 24.14

p < .001

Amplitude Main Effect,
Standing Posture

F(1.60, 30.35) = 41.84

p < .001

F(1.59, 30.29) = 24.21

p < .001

F(1.42, 26.95) = 33.96

p < .001

F(1.33, 25.33) = 25.85

p < .001

F(1.58, 29.98) = 11.77

p < .001

Beyond-View 3-Way Interaction F(4.32, 82.02) = 1.45, p = .221

2-Way Interaction
Amplitude, Direction

Sitting
F(3.78, 60.43) = 2.49, p = .055

Standing
F(4.32, 82.02) = 1.45, p = .221

Upwards Up-Diagonal Horizontal Down-Diagonal Downwards

2-Way Interaction
Amplitude, Posture

F(1.21, 22.93) = 0.11
p = .791

F(1.52, 28.88) = 0.59
p = .517

F(1.42, 26.91) = 0.14
p = .796

F(2, 38) = 2.78
p = .075

F(2, 38) = 1.66
p = .203

Amplitude Main Effect,
Sitting Posture

F(1.22, 23.10) = 44.22

p < .001

F(1.25, 28.66) = 28.66

p < .001

F(2, 38) = 65.45

p < .001

F(1.34, 25.42) = 47.74

p < .001

F(2, 38) = 38.21

p < .001

Amplitude Main Effect,
Standing Posture

F(1.34, 25.51) = 57.43

p < .001

F(1.40, 26.59) = 34.23

p < .001

F(2, 38) = 133.01

p < .001

F(2, 38) = 158.15

p < .001

F(2, 38) = 41.04

p < .001
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Table 2. Repeated Measures ANOVA Statistical Analysis on the Effect of Posture and Direction

on Eye Contribution

Eye Contribution Posture and Direction

5°
2-Way Interaction
Posture, Direction F(4, 76) = 0.89, p = .472

Direction Main Effect Sitting
F(4, 68) = 1.67, p = .160

Standing
F(4, 76) = 1.34, p = .265

Posture Main Effect

Upwards
F(1, 19) = 2.35

p = .142

Up-Diagonal
F(1, 19) = 0.47

p = .499

Horizontal
F(1, 19) = 4.11

p = .057

Down-Diagonal
F(1, 19) = 3.82

p = .067

Downwards
F(1, 19) = 3.89

p = .084

15°
2-Way Interaction
Posture, Direction F(2.23, 42.29) = 0.67, p = .532

Direction Main Effect Sitting
F(1.96, 37.28) = 1.26, p = .293

Standing
F(4, 76) = 2.46, p = .053

Posture Main Effect

Upwards
F(1, 19) = 0.01

p = .916

Up-Diagonal
F(1, 19) = 2.04

p = .169

Horizontal
F(1, 19) = 3.63

p = .075

Down-Diagonal
F(1, 19) = 0.19

p = .893

Downwards
F(1, 19) = 4.02

p = .060

25°
2-Way Interaction
Posture, Direction F(4, 76) = 0.86, p = .491

Direction Main Effect Sitting

F(2.08, 39.55) = 3.95, p = .026

Standing

F(1.99, 34.44) = 4.70, p = .018

Posture Main Effect

Upwards
F(1, 19) = 0.281

p = .602

Up-Diagonal
F(1, 19) = 1.37

p = .257

Horizontal
F(1, 19) = 1.90

p = .184

Down-Diagonal
F(1, 19) = 4.26

p = .055

Downwards
F(1, 19) = 0.02

p = .889

35°
2-Way Interaction
Posture, Direction F(2.91, 55.36) = 0.98, p = .407

Direction Main Effect Sitting

F(4, 76) = 7.10, p < .001

Standing

F(1.97, 37.42) = 5.70, p = .007

Posture Main Effect

Upwards
F(1, 19) = 0.233

p = .635

Up-Diagonal
F(1, 19) = 0.10

p = .752

Horizontal
F(1, 19) = 0.45

p = .512

Down-Diagonal
F(1, 19) = 0.87

p = .362

Downwards
F(1, 19) = 3.99

p = .060

45°
2-Way Interaction
Posture, Direction F(4, 76) = 0.96, p = .432

Direction Main Effect Sitting

F(2.82, 53.67) = 6.11, p = .001

Standing

F(2.08, 39.49) = 7.18, p = .002

Posture Main Effect

Upwards
F(1, 19) = 1.54

p = .230

Up-Diagonal
F(1, 19) = 0.95

p = .343

Horizontal
F(1, 19) = 0.17

p = .687

Down-Diagonal
F(1, 19) = 0.48

p = .495

Downwards
F(1, 19) = 0.06

p = .810

60°
2-Way Interaction
Posture, Direction F(2.40, 45.61) = 1.02, p = .381

Direction Main Effect Sitting

F(2.58, 48.92) = 4.01, p = .016

Standing

F(2.46,46.73) = 3.05, p = .047

Posture Main Effect

Upwards
F(1, 19) = 0.37

p = .549

Up-Diagonal
F(1, 19) = 1.12

p = .303

Horizontal
F(1, 19) = 3.54

p = .076

Down-Diagonal
F(1, 19) = 0.85

p = .369

Downwards
F(1, 19) = 1.76

p = .201

80°
2-Way Interaction
Posture, Direction F(2.41, 45.83) = 1.56, p = .218

Direction Main Effect Sitting

F(2.95, 56.02) = 8.01, p < .001

Standing

F(2.72, 51.75) = 7.14, p < .001

Posture Main Effect

Upwards
F(1, 19) = 3.60

p = .073

Up-Diagonal
F(1, 19) = 2.85

p = .108

Horizontal
F(1, 19) = 2.08

p = .166

Down-Diagonal
F(1, 19) = 0.75

p = .398

Downwards
F(1, 19) = 3.01

p = .094

100°
2-Way Interaction
Posture, Direction F(2.28, 43.36) = 2.91, p = .052

Direction Main Effect Sitting

F(2.44, 43.88) = 6.61, p = .003

Standing

F(4, 76) = 14.24, p < .001

Posture Main Effect

Upwards
F(1, 19) = 0.74

p = .399

Up-Diagonal
F(1, 19) = 4.41

p = .062

Horizontal
F(1, 19) = 3.52

p = .082

Down-Diagonal
F(1, 19) = 2.06

p = .167

Downwards
F(1, 19) = 0.56

p = .465
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B HEAD CONTRIBUTION

Table 3. Repeated Measures ANOVA Statistical Analysis on the Effect of Amplitude on Head Contribution

Head Contribution Amplitude

All Amplitudes 3-Way Interaction F(9.329, 177.259) = 6.592, p < .001

2-Way Interaction
Amplitude, Direction

Sitting

F(7.55, 143.53) = 4.21, p < .001

Standing

F(6.18, 117.50) = 7.77, p < .001

Upwards Up-Diagonal Horizontal Down-Diagonal Downwards

2-Way Interaction
Amplitude, Posture

F(3.55, 67.42) = .434
p = .762

F(2.63, 49.88) = 7.80

p < .001

F(3.62, 68.84) = 22.79

p < .001

F(2.84, 53.94) = 25.44

p < .001

F(2.33, 44.35) = .94
p = .413

Amplitude Main Effect,
Sitting Posture

F(3.03, 57.49) = 200.75

p < .001

F(2.44, 46.39) = 301.23

p < .001

F(2.52, 47.88) = 508.84

p < .001

F(2.81, 53.36) = 441.60

p < .001

F(2.52, 47.92) = 288.64

p < .001

Amplitude Main Effect,
Standing Posture

F(2.53, 48.01) = 227.77

p < .001

F(2.44, 46.26) = 165.12

p < .001

F(3.12, 59.28) = 306.83

p < .001

F(2.18, 41.32) = 267.12

p < .001

F(2.61, 49.54) = 268.02

p < .001

Within-View 3-Way Interaction F(7.01, 133.23) = 1.07, p = .389

2-Way Interaction
Amplitude, Direction

Sitting

F(5.91, 112.34) = 3.08, p = .008

Standing

F(4.38, 83.26) = 4.53, p = .002

Upwards Up-Diagonal Horizontal Down-Diagonal Downwards

2-Way Interaction
Amplitude, Posture

F(2.50, 47.46) = 0.30
p = .791

F(2.41, 45.81) = 0.31
p = .772

F(2.56, 48.61) = 1.51
p = .227

F(1.81, 24.42) = 0.86
p = .422

F(1.48, 28.07) = 1.00
p = .358

Amplitude Main Effect,
Sitting Posture

F(2.43, 46.25) = 34.73

p < .001

F(1.88, 35.77) = 29.45

p < .001

F(1.74, 33.14) = 45.73

p < .001

F(1.76, 27.04) = 27.04

p < .001

F(1.35, 25.72) = 28.04

p < .001

Amplitude Main Effect,
Standing Posture

F(1.75, 33.16) = 46.47

p < .001

F(1.80, 34.23) = 31.98

p < .001

F(1.69, 32.18) = 42.02

p < .001

F(1.33, 25.32) = 28.51

p < .001

F(1.69, 32.14) = 13.11

p < .001

Beyond-View 3-Way Interaction F(4.69, 89.09) = 2.34, p = .052

2-Way Interaction
Amplitude, Direction

Sitting

F(4.23, 80.45) = 2.67, p = .035

Standing

F(4.11, 78.12) = 10.75, p < .001

Upwards Up-Diagonal Horizontal Down-Diagonal Downwards

2-Way Interaction
Amplitude, Posture

F(1.48, 28.04) = 0.99
p = .361

F(1.40, 26.58) = 14.98

p < .001

F(2, 38) = 19.69

p < .001

F(1.49, 28.24) = 8.70

p = .003

F(2, 38) = 1.27
p = .293

Amplitude Main Effect,
Sitting Posture

F(2, 38) = 31.15

p < .001

F(1.31, 24.90) = 29.15

p < .001

F(2, 38) = 59.17

p < .001

F(1.23, 23.41) = 22.82

p < .001

F(1.25, 23.82) = 37.03

p < .001

Amplitude Main Effect,
Standing Posture

F(1.50, 28.44) = 36.65

p < .001

F(1.43, 27.14) = 4.12

p = .028

F(2, 38) = 14.56

p < .001

F(2, 38) = 7.89

p < .001

F(2, 38) = 30.41

p < .001
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Table 4. Repeated Measures ANOVA Statistical Analysis on the Effect of Posture and Direction

on Head Contribution

Head Contribution Posture and Direction

5°
2-Way Interaction
Posture, Direction F(4, 76) = 0.94, p = .445

Direction Main Effect Sitting
F(2.57, 48.83) = 2.91, p = .051

Standing
F(4, 76) = 0.24, p = .916

Posture Main Effect Upwards
F(1, 19) = 0.01

p = .952

Up-Diagonal
F(1, 19) = 0.03

p = .859

Horizontal
F(1, 19) = 0.52

p = .480

Down-Diagonal
F(1, 19) = 1.66

p = .213

Downwards
F(1, 19) = 3.51

p = .079

15°
2-Way Interaction
Posture, Direction F(1.97, 37.40) = 1.11, p = .339

Direction Main Effect Sitting
F(1.98, 37.60) = 1.77, p = .185

Standing
F(2.44, 46.29) = 2.03, p = .133

Posture Main Effect Upwards
F(1, 19) = 0.54

p = .473

Up-Diagonal
F(1, 19) = 0.55

p = .468

Horizontal
F(1, 19) = 4.21

p = .055

Down-Diagonal
F(1, 19) = 0.38

p = .544

Downwards
F(1, 19) = 3.27

p = .089

25°
2-Way Interaction
Posture, Direction F(2.82, 53.49) = 0.71, p = .540

Direction Main Effect Sitting

F(2.04, 38.83) = 3.86, p = .029

Standing

F(1.82, 34.50) = 4.43, p = .022

Posture Main Effect Upwards
F(1, 19) = 0.07

p = .795

Up-Diagonal
F(1, 19) = 1.24

p = .280

Horizontal
F(1, 19) = 1.95

p = .179

Down-Diagonal
F(1, 19) = 3.74

p = .071

Downwards
F(1, 19) = 0.01

p = .948

35°
2-Way Interaction
Posture, Direction F(4, 76) = 1.32, p = .271

Direction Main Effect Sitting

F(4, 76) = 7.22, p < .001

Standing

F(1.98, 37.63) = 6.27, p < .001

Posture Main Effect Upwards
F(1, 19) = 0.24

p = .629

Up-Diagonal
F(1, 19) = 0.05

p = .828

Horizontal
F(1, 19) = 0.88

p = .361

Down-Diagonal
F(1, 19) = 1.56

p = .227

Downwards
F(1, 19) = 3.62

p = .072

45°
2-Way Interaction
Posture, Direction F(4, 76) = 0.69, p = .604

Direction Main Effect Sitting

F(2.77, 52.68) = 5.57, p = .003

Standing

F(2.28, 43.30) = 7.33, p = .001

Posture Main Effect Upwards
F(1, 19) = 0.63

p = .439

Up-Diagonal
F(1, 19) = 0.28

p = .603

Horizontal
F(1, 19) = 1.60

p = .221

Down-Diagonal
F(1, 19) = 0.16

p = .692

Downwards
F(1, 19) = 0.28

p = .602

60°
2-Way Interaction
Posture, Direction F(2.40, 45.61) = 1.02, p = .381

Direction Main Effect Sitting

F(2.52, 47.80) = 3.66, p = .025

Standing

F(2.36, 44.88) = 3.05, p = .023

Posture Main Effect Upwards
F(1, 19) = 0.22

p = .647

Up-Diagonal
F(1, 19) = 8.50

p = .009

Horizontal
F(1, 19) = 26.97

p < .001

Down-Diagonal
F(1, 19) = 18.81

p < .001

Downwards
F(1, 19) = 1.48

p = .239

80°
2-Way Interaction
Posture, Direction F(4, 76) = 38.49, p < .001

Direction Main Effect Sitting

F(2.74, 51.98) = 10.22, p < .001

Standing

F(2.71, 51.56) = 26.95, p < .001

Posture Main Effect Upwards
F(1, 19) = 2.31

p = .145

Up-Diagonal
F(1, 19) = 45.76

p < .001

Horizontal
F(1, 19) = 47.23

p < .001

Down-Diagonal
F(1, 19) = 165.96

p < .001

Downwards
F(1, 19) = 3.98

p = .061

100°
2-Way Interaction
Posture, Direction F(4, 76) = 44.92, p < .001

Direction Main Effect Sitting

F(2.73, 51.82) = 3.82, p = .018

Standing

F(2.535, 48.165) = 47.792, p < .001

Posture Main Effect Upwards
F(1, 19) = 1.32

p = .264

Up-Diagonal
F(1, 19) = 164.62

p < .001

Horizontal
F(1, 19) = 168.92

p < .001

Down-Diagonal
F(1, 19) = 187.83

p < .001

Downwards
F(1, 19) = 0.09

p = .763
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C TORSO CONTRIBUTION

Table 5. Repeated Measures ANOVA Statistical Analysis on the Effect of Amplitude on Torso Contribution

Torso Contribution Amplitude

All Amplitudes 3-Way Interaction F(5.62, 106.70) = 36.59, p < .001

2-Way Interaction
Amplitude, Direction

Sitting
F(4.09, 77.61) = 1.64, p = .172

Standing

F(4.96, 93.32) = 42.19, p < .001

Upwards Up-Diagonal Horizontal Down-Diagonal Downwards

2-Way Interaction
Amplitude, Posture

F(2.83, 53.73) = 1.86
p = .151

F(2.04, 38.67) = 56.78

p < .001

F(1.82, 36.64) = 78.07

p < .001

F(2.21, 41.99) = 123.64

p < .001

F(2.56, 48.70) = 0.64
p = .572

Amplitude Main Effect,
Sitting Posture

F(2.32, 44.06) = 13.09

p < .001

F(1.77, 33.53) = 12.86

p < .001

F(1.74, 33.09) = 12.18

p < .001

F(1.32, 25.11) = 12.38

p < .001

F(2.27, 43.14) = 9.18

p < .001

Amplitude Main Effect,
Standing Posture

F(2.36, 44.76) = 6.79

p = .002

F(1.79, 34.04) = 59.01

p < .001

F(1.66, 31.50) = 90.02

p < .001

F(1.69, 32.10) = 179.34

p < .001

F(2.96, 56.31) = 12.05

p < .001

Within-View 3-Way Interaction F(4.52, 85.95) = 1.34, p = .258

2-Way Interaction
Amplitude, Direction

Sitting
F(2.73, 51.83) = 1.38, p = .260

Standing
F(3.93, 74.71) = 1.77, p = .144

Upwards Up-Diagonal Horizontal Down-Diagonal Downwards

2-Way Interaction
Amplitude, Posture

F(1.98, 37.64) = 2.12
p = .135

F(1.62, 30.85) = 1.11
p = .333

F(1.84, 35.03) = 2.65
p = .089

F(1.44, 46.34) = 3.13
p = .071

F(1.73, 32.87) = 0.69
p = .491

Amplitude Main Effect,
Sitting Posture

F(1.25, 23.79) = 16.00

p < .001

F(1.14, 21.71) = 30.83

p < .001

F(1.72, 32.61) = 26.45

p < .001

F(1.51, 28.69) = 33.27

p < .001

F(1.16, 22.09) = 9.27

p = .004

Amplitude Main Effect,
Standing Posture

F(1.60, 30.35) = 41.84

p < .001

F(1.59, 30.29) = 24.21

p < .001

F(1.42, 26.95) = 33.96

p < .001

F(1.33, 25.33) = 25.85

p < .001

F(1.58, 29.98) = 11.77

p < .001

Beyond-View 3-Way Interaction F(3.80, 72.24) = 17.99, p < .001

2-Way Interaction
Amplitude, Direction

Sitting
F(3.12, 59.36) = 1.44, p = .239

Standing

F(3.84, 72.89) = 22.98, p < .001

Upwards Up-Diagonal Horizontal Down-Diagonal Downwards

2-Way Interaction
Amplitude, Posture

F(1.12, 21.23) = 2.03
p = .168

F(2, 38) = 56.17

p < .001

F(2, 38) = 56.84

p < .001

F(1.39, 26.49) = 61.35

p < .001

F(1.35, 25.58) = 0.64
p = .476

Amplitude Main Effect,
Sitting Posture

F(1.17, 22.25) = 19.44

p < .001

F(1.52, 28.86) = 18.60

p < .001

F(1.68, 31.88) = 21.26

p < .001

F(1.28, 24.36) = 16.22

p < .001

F(1.28, 24.32) = 24.32

p = .002

Amplitude Main Effect,
Standing Posture

F(1.07, 20.39) = 11.59

p = .002

F(2, 38) = 78.53

p < .001

F(1.44, 27.30) = 91.44

p < .001

F(2, 38) = 206.04

p < .001

F(2, 38) = 15.51

p < .001
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Table 6. Repeated Measures ANOVA Statistical Analysis on the Effect of Posture and Direction

on Torso Contribution

Torso Contribution Posture and Direction

5°
2-Way Interaction
Posture, Direction F(4, 76) = 1.24, p = .303

Direction Main Effect Sitting
F(2.16, 40.94) = 1.28, p = .291

Standing
F(2.63, 49.88) = 2.18, p = .109

Posture Main Effect Upwards
F(1, 19) = 0.13

p = .718

Up-Diagonal
F(1, 19) = 3.41

p = .080

Horizontal
F(1, 19) = 3.68

p = .070

Down-Diagonal
F(1, 19) = 3.63

p = .081

Downwards
F(1, 19) = 1.05

p = .317

15°
2-Way Interaction
Posture, Direction F(4, 76) = 2.19, p = .078

Direction Main Effect Sitting
F(4, 76) = 1.25, p = .296

Standing
F(2.79, 53.00) = 1.50, p = .227

Posture Main Effect Upwards
F(1, 19) = 2.35

p = .142

Up-Diagonal
F(1, 19) = 4.34

p = .051

Horizontal
F(1, 19) = 0.09

p = .762

Down-Diagonal
F(1, 19) = 3.98

p = .063

Downwards
F(1, 19) = 0.09

p = .762

25°
2-Way Interaction
Posture, Direction F(2.49, 47.32) = 0.77, p = .493

Direction Main Effect Sitting
F(2.82, 53.55) = 2.15, p = .108

Standing
F(2.50, 47.40) = 1.34, p = .272

Posture Main Effect Upwards
F(1, 19) = 2.54

p = .127

Up-Diagonal
F(1, 19) = 1.06

p = .316

Horizontal
F(1, 19) = 0.03

p = .863

Down-Diagonal
F(1, 19) = 0.01

p = .935

Downwards
F(1, 19) = 0.18

p = .677

35°
2-Way Interaction
Posture, Direction F(1.25, 23.81) = 2.46, p = .125

Direction Main Effect Sitting
F(4, 76) = 1.81, p = .135

Standing
F(1.18, 22.46) = 2.02, p = .168

Posture Main Effect Upwards
F(1, 19) = 0.01

p = .921

Up-Diagonal
F(1, 19) = 3.37

p = .082

Horizontal
F(1, 19) = 9.70

p = .056

Down-Diagonal
F(1, 19) = 4.81

p = .107

Downwards
F(1, 19) = 0.73

p = .402

45°
2-Way Interaction
Posture, Direction F(1.51, 28.76) = 1.10, p = .330

Direction Main Effect Sitting
F(2.29, 43.56) = 1.18, p = .321

Standing
F(1.50, 28.54) = 1.35, p = .270

Posture Main Effect Upwards
F(1, 19) = 3.22

p = .089

Up-Diagonal
F(1, 19) = 5.93

p = .025

Horizontal
F(1, 19) = 4.95

p = .039

Down-Diagonal
F(1, 19) = 5.20

p = .034

Downwards
F(1, 19) = 1.72

p = .206

60°
2-Way Interaction
Posture, Direction F(2.05, 38.97) = 37.97, p < .001

Direction Main Effect Sitting
F(2.09, 39.74) = 2.02, p = .144

Standing

F(1.90, 36.04) = 31.41, p < .001

Posture Main Effect Upwards
F(1, 19) = 3.67

p = .071

Up-Diagonal
F(1, 19) = 39.06

p < .001

Horizontal
F(1, 19) = 53.03

p < .001

Down-Diagonal
F(1, 19) = 80.64

p < .001

Downwards
F(1, 19) = 0.72

p = .406

80°
2-Way Interaction
Posture, Direction F(2.20, 41.88) = 58.12, p < .001

Direction Main Effect Sitting
F(1.69, 32.04) = 1.77, p = .190

Standing

F(2.04, 38.75) = 57.11, p < .001

Posture Main Effect Upwards
F(1, 19) = 1.64

p = .215

Up-Diagonal
F(1, 19) = 58.68

p < .001

Horizontal
F(1, 19) = 71.65

p < .001

Down-Diagonal
F(1, 19) = 191.68

p < .001

Downwards
F(1, 19) = 0.08

p = .785

100°
2-Way Interaction
Posture, Direction F(2.79, 53.09) = 81.60, p < .001

Direction Main Effect Sitting
F(2.21, 42.00) = 1.68, p = .197

Standing

F(2.44, 46.41) = 81.31, p < .001

Posture Main Effect Upwards
F(1, 19) = 2.88

p = .106

Up-Diagonal
F(1, 19) = 150.15

p < .001

Horizontal
F(1, 19) = 194.13

p < .001

Down-Diagonal
F(1, 19) = 201.75

p < .001

Downwards
F(1, 19) = 0.38

p = .544
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D TOTAL HEAD MOVEMENT

Table 7. Repeated Measures ANOVA Statistical Analysis on the Effect of Amplitude

on Total Head Movement

Total Head Movement Amplitude

All Amplitudes 3-Way Interaction F(6.39, 121.32) = 1.80, p = .100

2-Way Interaction
Amplitude, Direction

Sitting

F(7.35, 139.64) = 6.69, p < .001

Standing

F(5.12, 97.22) = 4.93, p < .001

Upwards Up-Diagonal Horizontal Down-Diagonal Downwards

2-Way Interaction
Amplitude, Posture

F(3.24, 61.61) = 2.22
p = .084

F(2.42, 46.03) = 1.37
p = .266

F(1.12, 53.84) = 1.12
p = .346

F(2.05, 38.88) = 0.51
p = .608

F(2.75, 52.31) = 1.48
p = .233

Amplitude Main Effect,
Sitting Posture

F(1.75, 33.15) = 5.30

p = .009

F(1.41, 26.71) = 7.95

p = .005

F(1.74, 33.01) = 17.64

p < .001

F(1.58, 30.04) = 27.86

p < .001

F(2.29, 43.54) = 24.49

p < .001

Amplitude Main Effect,
Standing Posture

F(1.76, 33.41) = 3.38

p = .030

F(1.49, 28.29) = 5.14

p = .020

F(1.96, 37.20) = 19.28

p < .001

F(1.93, 36.58) = 19.22

p < .001

F(2.17, 41.21) = 14.29

p < .001

Within-View 3-Way Interaction F(6.05, 114.93) = 1.65, p = .140

2-Way Interaction
Amplitude, Direction

Sitting
F(6.48, 123.09) = 1.10, p = .366

Standing
F(4.95, 94.07) = 1.54, p = .186

Upwards Up-Diagonal Horizontal Down-Diagonal Downwards

2-Way Interaction
Amplitude, Posture

F(2.59, 49.26) = 2.22
p = .077

F(1.90, 36.18) = 1.47
p = .243

F(2.51, 47.71) = 1.09
p = .355

F(1.56, 29.71) = 0.22
p = .752

F(2.45, 46.62) = 1.59
p = .211

Amplitude Main Effect,
Sitting Posture

F(2.24, 42.46) = 1.09
p = .350

F(2.58, 26.80) = 2.58
p = .109

F(1.75, 33.28) = 1.68
p = .205

F(1.53, 29.10) = 3.40
p = .059

F(2.06, 39.04) = 2.71
p = .066

Amplitude Main Effect,
Standing Posture

F(1.59, 30.16) = 2.98
p = .066

F(1.43, 27.15) = 3.10
p = .076

F(1.94, 36.94) = 3.14
p = .058

F(1.61, 30.53) = 2.61
p = .100

F(1.86, 35.33) = 2.53
p = .097

Beyond-View 3-Way Interaction F(3.72, 70.65) = 2.85, p = .033

2-Way Interaction
Amplitude, Direction

Sitting

F(3.31, 62.85) = 8.96, p < .001

Standing
F(3.82, 72.51) = 1.74, p = .154

Upwards Up-Diagonal Horizontal Down-Diagonal Downwards

2-Way Interaction
Amplitude, Posture

F(2, 38) = 1.18
p = .316

F(1.45, 28.19) = 6.99

p = .007

F(2, 38) = 6.30

p = .007

F(1.40, 26.57) = 4.05

p = .043

F(2, 38) = 1.20
p = .312

Amplitude Main Effect,
Sitting Posture

F(2, 38) = 3.13
p = .070

F(2, 38) = 14.53

p < .001

F(1.39, 26.37) = 48.27

p < .001

F(1.24, 23.56) = 9.46

p = .003

F(2, 38) = 2.88
p = .069

Amplitude Main Effect,
Standing Posture

F(1.39, 26.33) = 1.20
p = .301

F(1.29, 24.51) = 0.33
p = .627

F(1.33, 25.26) = 4.14
p = .053

F(1.44, 27.27) = 1.07
p = .336

F(1.36, 25.91) = 1.16
p = .310
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Table 8. Repeated Measures ANOVA Statistical Analysis on the Effect of Posture and Direction

on Total Head Movement

Total Head Movement Posture and Direction

5°
2-Way Interaction
Posture, Direction F(2.47, 46.96) = 0.57, p = .606

Direction Main Effect Sitting
F(2.51, 47.59) = 2.19, p = .112

Standing
F(1.92, 36.39) = 2.71, p = .082

Posture Main Effect Upwards
F(1, 19) = 3.69

p = .072

Up-Diagonal
F(1, 19) = 4.30

p = .054

Horizontal
F(1, 19) = 2.89

p = .106

Down-Diagonal
F(1, 19) = 1.30

p = .269

Downwards
F(1, 19) = 1.28

p = .272

15°
2-Way Interaction
Posture, Direction F(4, 76) = 2.08, p = .093

Direction Main Effect Sitting

F(2.48, 47.19) = 8.52, p < .001

Standing
F(2.22, 42.17) = 1.22, p = .308

Posture Main Effect Upwards
F(1, 19) = 0.34

p = .568

Up-Diagonal
F(1, 19) = 2.50

p = .131

Horizontal
F(1, 19) = 0.11

p = .741

Down-Diagonal
F(1, 19) = 3.39

p = .082

Downwards
F(1, 19) = 3.46

p = .077

25°
2-Way Interaction
Posture, Direction F(4, 76) = 1.00, p = .416

Direction Main Effect Sitting

F(2.22, 42.21) = 8.52, p = .001

Standing

F(2.58, 48.96) = 5.44, p = .004

Posture Main Effect Upwards
F(1, 19) = 1.95

p = .179

Up-Diagonal
F(1, 19) = 3.23

p = .094

Horizontal
F(1, 19) = 0.61

p = .445

Down-Diagonal
F(1, 19) = 4.07

p = .058

Downwards
F(1, 19) = 4.01

p = .064

35°
2-Way Interaction
Posture, Direction F(4, 76) = 0.40, p = .805

Direction Main Effect Sitting

F(2.37, 45.07) = 9.64, p < .001

Standing

F(2.00, 38.05) = 8.26, p = .001

Posture Main Effect Upwards
F(1, 19) = 0.65

p = .431

Up-Diagonal
F(1, 19) = 2.91

p = .104

Horizontal
F(1, 19) = 1.01

p = .329

Down-Diagonal
F(1, 19) = 4.30

p = .053

Downwards
F(1, 19) = 0.81

p = .379

45°
2-Way Interaction
Posture, Direction F(2.24, 42.55) = 3.04, p = .053

Direction Main Effect Sitting

F(1.91, 36.27) = 21.77, p < .001

Standing

F(2.12, 40.36) = 15.37, p < .001

Posture Main Effect Upwards
F(1, 19) = 0.18

p = .680

Up-Diagonal
F(1, 19) = 4.92

p = .040

Horizontal
F(1, 19) = 5.65

p = .028

Down-Diagonal
F(1, 19) = 10.45

p = .004

Downwards
F(1, 19) = 0.16

p = .693

60°
2-Way Interaction
Posture, Direction F(2.19, 41.59) = 2.65, p = .078

Direction Main Effect Sitting

F(2.08, 39.48) = 10.74, p < .001

Standing

F(2.18, 41.55) = 14.33, p < .001

Posture Main Effect Upwards
F(1, 19) = 0.45

p = .510

Up-Diagonal
F(1, 19) = 17.50

p = .001

Horizontal
F(1, 19) = 15.57

p = .001

Down-Diagonal
F(1, 19) = 5.75

p = .028

Downwards
F(1, 19) = 2.76

p = .113

80°
2-Way Interaction
Posture, Direction F(1.76, 33.49) = 7.08, p = .004

Direction Main Effect Sitting

F(1.52, 28.91) = 4.43, p = .030

Standing

F(2.44, 46.39) = 33.30, p < .001

Posture Main Effect Upwards
F(1, 19) = 1.57

p = .226

Up-Diagonal
F(1, 19) = 29.43

p < .001

Horizontal
F(1, 19) = 46.09

p < .001

Down-Diagonal
F(1, 19) = 21.34

p < .001

Downwards
F(1, 19) = 1.21

p = .284

100°
2-Way Interaction
Posture, Direction F(1.75, 33.19) = 9.20, p = .001

Direction Main Effect Sitting

F(1.71, 32.50) = 4.13, p = .030

Standing

F(2.02,38.45) = 18.78, p < .001

Posture Main Effect Upwards
F(1, 19) = 0.37

p = .552

Up-Diagonal
F(1, 19) = 44.26

p < .001

Horizontal
F(1, 19) = 50.72

p < .001

Down-Diagonal
F(1, 19) = 30.18

p < .001

Downwards
F(1, 19) = 0.08

p = .780
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E TOTAL TORSO MOVEMENT

Table 9. Repeated Measures ANOVA Statistical Analysis on the Effect of Amplitude

on Total Torso Movement

Total Torso Movement Amplitude

All Amplitudes 3-Way Interaction F(6.19, 117.52) = 18.58, p < .001

2-Way Interaction
Amplitude, Direction

Sitting

F(3.85, 73.05) = 3.32, p = .016

Standing

F(6.09, 115.68) = 21.13, p < .001

Upwards Up-Diagonal Horizontal Down-Diagonal Downwards

2-Way Interaction
Amplitude, Posture

F(2.40, 45.56) = 3.01
p = .052

F(2.66, 50.51) = 40.25

p < .001

F(2.17, 41.19) = 36.22

p < .001

F(2.27, 43.13) = 47.68

p < .001

F(2.52, 47.90) = 1.27
p = .295

Amplitude Main Effect,
Sitting Posture

F(2.43, 46.15) = 20.00

p < .001

F(1.77, 33.70) = 22.72

p < .001

F(1.71, 32.43) = 23.05

p < .001

F(2.10, 39.85) = 18.66

p < .001

F(2.43, 46.24) = 17.19

p < .001

Amplitude Main Effect,
Standing Posture

F(1.91, 36.22) = 19.93

p < .001

F(2.39, 45.44) = 50.04

p < .001

F(1.93, 36.75) = 45.07

p < .001

F(2.63, 50.00) = 70.72

p < .001

F(2.66, 50.60) = 20.95

p < .001

Within-View 3-Way Interaction F(4.53, 86.03) = 1.41, p = .232

2-Way Interaction
Amplitude, Direction

Sitting
F(4.23, 80.44) = 1.13, p = .347

Standing
F(4.35, 82.71) = 1.83, p = .125

Upwards Up-Diagonal Horizontal Down-Diagonal Downwards

2-Way Interaction
Amplitude, Posture

F(1.31, 24.95) = 3.22
p = .074

F(2.10, 39.97) = 2.65
p = .081

F(1.68, 31.94) = 1.77
p = .190

F(1.72, 32.61) = 3.27
p = .070

F(1.30, 24.75) = 2.30
p = .137

Amplitude Main Effect,
Sitting Posture

F(1.55, 29.38) = 43.41

p < .001

F(1.20, 22.78) = 62.63

p < .001

F(1.13, 37.27) = 37.27

p < .001

F(1.20, 22.74) = 36.60

p < .001

F(1.15, 21.92) = 24.32

p < .001

Amplitude Main Effect,
Standing Posture

F(1.16, 22.06) = 39.42

p < .001

F(2.30, 43.77) = 30.82

p < .001

F(1.93, 36.68) = 16.24

p < .001

F(1.54, 29.33) = 21.77

p < .001

F(1.27, 24.06) = 30.34

p < .001

Beyond-View

3-Way Interaction F(3.42, 65.05) = 3.73, p = .012

2-Way Interaction
Amplitude, Direction

Sitting

F(2.11, 40.14) = 3.46, p = .039

Standing

F(3.64, 69.22) = 6.48, p < .001

Upwards Up-Diagonal Horizontal Down-Diagonal Downwards

2-Way Interaction
Amplitude, Posture

F(1.09, 20.68) = 3.54
p = .071

F(1.28, 24.23) = 3.49
p = .065

F(1.54, 29.29) = 5.81

p = .012

F(1.43, 27.11) = 0.65
p = .482

F(1.23, 23.30) = 0.56
p = .497

Amplitude Main Effect,
Sitting Posture

F(1.17, 22.17) = 10.76

p = .002

F(1.60, 30.35) = 26.42

p < .001

F(1.37, 26.00) = 27.54

p < .001

F(1.57, 29.82) = 27.17

p < .001

F(1.26, 23.85) = 15.82

p < .001

Amplitude Main Effect,
Standing Posture

F(1.08, 20.46) = 13.79

p = .001

F(1.28, 24.36) = 17.84

p < .001

F(2, 38) = 0.14
p = .869

F(1.38, 26.15) = 5.01

p = .024

F(1.32, 25.16) = 15.37

p < .001

Table 10. Repeated Measures ANOVA Statistical Analysis on the Effect of Posture and Direction

on Total Torso Movement

Total Torso Movement Posture and Direction

5°
2-Way Interaction
Posture, Direction F(4, 76) = 0.38, p = .819

Direction Main Effect Sitting
F(4, 76) = 0.87, p = .486

Standing
F(3.02, 57.40) = 0.13, p = .941

Posture Main Effect Upwards
F(1, 19) = 4.23

p = .056

Up-Diagonal
F(1, 19) = 26.11

p < .001

Horizontal
F(1, 19) = 3.61

p = .073

Down-Diagonal
F(1, 19) = 33.76

p < .001

Downwards
F(1, 19) = 4.05

p = .059

(Continued)
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Table 10. Continued

15°
2-Way Interaction
Posture, Direction F(2.12, 40.26) = 5.11, p = .009

Direction Main Effect Sitting

F(4, 76) = 3.39, p = .013

Standing

F(1.95, 37.07) = 4.71, p = .016

Posture Main Effect Upwards
F(1, 19) = 0.15

p = .705

Up-Diagonal
F(1, 19) = 8.09

p = .010

Horizontal
F(1, 19) = 12.72

p = .002

Down-Diagonal
F(1, 19) = 7.44

p = .013

Downwards
F(1, 19) = 3.24

p = .092

25°
2-Way Interaction
Posture, Direction F(1.60, 30.33) = 3.88, p = .040

Direction Main Effect Sitting
F(2.36, 44.81) = 1.27, p = .293

Standing

F(1.65, 31.28) = 4.04, p = .034

Posture Main Effect Upwards
F(1, 19) = 3.50

p = .077

Up-Diagonal
F(1, 19) = 10.68

p = .004

Horizontal
F(1, 19) = 10.30

p = .005

Down-Diagonal
F(1, 19) = 10.67

p = .004

Downwards
F(1, 19) = 3.69

p = .072

35°
2-Way Interaction
Posture, Direction F(1.55, 29.47) = 8.17, p = .003

Direction Main Effect Sitting
F(4, 76) = 1.14, p = .342

Standing

F(1.63, 30.88) = 8.74, p = .002

Posture Main Effect Upwards
F(1, 19) = 5.51

p = .030

Up-Diagonal
F(1, 19) = 10.87

p = .004

Horizontal
F(1, 19) = 14.42

p = .001

Down-Diagonal
F(1, 19) = 13.01

p = .002

Downwards
F(1, 19) = 14.91

p = .001

45°
2-Way Interaction
Posture, Direction F(1.52, 28.78) = 8.85, p = .002

Direction Main Effect Sitting
F(3.09, 58.75) = 1.66, p = .183

Standing

F(1.45, 27.60) = 9.85, p = .002

Posture Main Effect Upwards
F(1, 19) = 11.77

p = .003

Up-Diagonal
F(1, 19) = 11.59

p = .003

Horizontal
F(1, 19) = 13.24

p = .002

Down-Diagonal
F(1, 19) = 15.23

p = .001

Downwards
F(1, 19) = 13.24

p = .002

60°
2-Way Interaction
Posture, Direction F(2.54, 47.57) = 99.97, p < .001

Direction Main Effect Sitting

F(4, 76) = 3.14, p = .036

Standing

F(2.30, 43.60) = 83.92, p < .001

Posture Main Effect Upwards
F(1, 19) = 6.14

p = .023

Up-Diagonal
F(1, 19) = 84.13

p < .001

Horizontal
F(1, 19) = 147.06

p < .001

Down-Diagonal
F(1, 19) = 145.96

p < .001

Downwards
F(1, 19) = 14.57

p = .001

80°
2-Way Interaction
Posture, Direction F(4, 76) = 117.62, p < .001

Direction Main Effect Sitting

F(2.39, 45.34) = 3.05, p = .048

Standing

F(2.07, 39.36) = 96.42, p < .001

Posture Main Effect Upwards
F(1, 19) = 8.25

p = .011

Up-Diagonal
F(1, 19) = 133.45

p < .001

Horizontal
F(1, 19) = 148.69

p < .001

Down-Diagonal
F(1, 19) = 273.97

p < .001

Downwards
F(1, 19) = 8.64

p = .009

100°
2-Way Interaction
Posture, Direction F(2.34, 44.41) = 42.78, p < .001

Direction Main Effect Sitting

F(1.69, 32.10) = 4.13, p = .031

Standing

F(2.08, 39.52) = 35.44, p < .001

Posture Main Effect Upwards
F(1, 19) = 6.08

p = .023

Up-Diagonal
F(1, 19) = 231.92

p < .001

Horizontal
F(1, 19) = 221.07

p < .001

Down-Diagonal
F(1, 19) = 183.91

p < .001

Downwards
F(1, 19) = 7.30

p = .017
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