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Human activity recognition (HAR) is an important research area due to its potential for building context-aware interactive

systems. Though movement-based activity recognition is an established area of research, recognising sedentary activities

remains an open research question. Previous works have explored eye-based activity recognition as a potential approach for this

challenge, focusing on statistical measures derived from eyemovement properties—low-level gaze features—or some knowledge

of the Areas-of-Interest (AOI) of the stimulus—high-level gaze features. In this paper, we extend this body of work by employing

the addition ofmid-level gaze features; features that add a level of abstraction over low-level features with some knowledge

of the activity, but not of the stimulus. We evaluated our approach on a dataset collected from 24 participants performing eight

desktop computing activities. We trained a classifier extending 26 low-level features derived from existing literature with the

addition of 24 novel candidate mid-level gaze features. Our results show an overall classification performance of 0.72 (F1-Score),
with up to 4% increase in accuracy when adding our mid-level gaze features. Finally, we discuss the implications of combining

low- and mid-level gaze features, as well as the future directions for eye-based activity recognition.
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1 INTRODUCTION

Human activity recognition (HAR) has received much attention over the past few decades as the ability to iden-

tify and understand human activities has many immediate applications for quantifying human behaviours in

areas such as surveillance, healthcare, education, as well as for building context-aware interactive systems in

HCI and Ubicomp [3, 6]. Sensors used to capture activity information range from vision-based sensors (e.g. RGB
cameras [56]) to wearable sensors (e.g. accelerometers [30]). These approaches have shown success in domains

including fitness [12, 50], surveillance [1], rehabilitation [39], and affect [25, 51]. In contrast, recognising sedentary

activities with minimal physical movements cannot leverage the same sensors and approaches; requiring new

ways of thinking about activity recognition.
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In modern life, increasing amounts of time are spent using computers for work, education, and leisure. Recent

surveys estimate that American adults spend between 9-10 hours in front of screens [31] and similar figures have

been found for other industrialised countries like Australia [33] and the UK [40]. Time-tracking applications

(e.g. RescueTime1,ManicTime2) can monitor the amount of time a user spends using an application to improve

productivity with the aim of encouraging a more sustainable work-life balance. However, these applications are

limited in their ability, as they can only trackwhich application is active, but not how it is being used. For example,

in a software engineering context, such time-tracking applications can determine whether a user is programming

by the fact that an Integrated Development Environment (IDE) is active but are unable to discriminate between

finer-grained programming tasks such aswriting or debugging a section of code.
Researchers in the field have proposed novel approaches for overcoming the limitations of existing approaches.

For instance, Du et al. [13]’s approach uses audio-based (or acoustic) features generated from keyboard input to

recognise sedentary activities. However, such approaches are highly dependent on the user explicitly providing

input to the system and therefore not applicable to a broad range of common desktop activities (e.g. watching a

video, reading a news article). Hence, the ability to perform activity recognition ‘with a finer grain’ and on a wide

range of desktop-based activities remains an open and active challenge for the research community, as evidenced

by the recent Eye Movements in Programming workshop series 3
. Overcoming such challenges will allow us to

design computing systems that can proactively monitor daily activities and can either assist users with their daily

tasks or encourage them to follow a healthy lifestyle. As described by Bulling et al. [6]’s, several real-world domains

such as industrial sector, educational sector, sports and health sector can clearly benefit from activity recognition.

We elaborate on the implications of our work in our discussion on future directions (Section 7.3).

Eye tracking provides a potential solution to this problem, as the relationship between action and visual attention

can give us an insight into the activity being performed and the context of the user [10, 29]. For instance, reading

has a recognisable left-to-right saccadic pattern [44], distinct from the pattern of concentrated fixations at the

centre of screen elicited by first-person shooter games [53]. These changes in eye movement patterns are apparent,

for instance, in the mean size and direction of saccades, or in the mean duration of fixations, which vary from

activity to activity [29].We consider these statistical measures to be low-level gaze features as they can be computed

directly from the eye movement data for any activity or stimulus. Drawing from this principle, researchers have

explored eye-based activity recognition; demonstrating the potential of machine learning classifiers that recognise

activities based solely on eye movement measures [9, 28].

Whereas low-level gaze features are versatile and easy to compute, they are vulnerable to overfitting. This happens

because certain eye movements are linked to visual characteristics of the specific stimulus used during training

(e.g. layout, colour, salience) rather than the activity itself. In contrast, high-level gaze features abstract from this by

considering theAreas-of-Interest (AoI) in the interface. Examples of such features include transitions betweenAoI’s

and time spent in a givenAoI. The downside of these is that they require previous knowledge of the interface design.

In this paper, we propose the use of a level of abstraction in-between low- and high-level gaze features. We

call such features ‘mid-level gaze features’. Mid-level gaze features do not require knowledge of the design of the

interface itself but build on intuitions about the kinds of eyemovements likely to arise during an activity. Intuitively,

any person can make inferences about the type of activity the user is engaged in by observing gaze plots. For

example, reading patterns inWestern languages usually, present themselves as a series of short saccades from left to

right with a long saccade from right to left at line breaks. We leverage this intuition to identify atomic components

that are characteristic of a given activity in the time series data, hypothesising that using them as features might

improve classification results (see Figure 1).

1
http://www.rescuetime.com/

2
http://www.manictime.com/

3
http://emipws.org/
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Fig. 1. Detecting mid-level gaze features from gaze plots. Left: Gaze plot of a user reading an English language text. Centre:

Example of a mid-level gaze feature designed for detecting reading behaviours (medium-line). Right: Mid-level gaze features

detected in the reading pattern.

To explore this idea, we first collected participants’ eye movements (N=24) using a desktop screen-mounted

eye tracker in a lab-based setting while they performed eight different activities consisting of general desktop

activities and software engineering activities. We opted to collect a wide range of activities with a high number of

participants using a non-intrusive eye tracker in response to the limitations found in the overall eye-based activity

recognition literature (detailed in Section 3). We then extracted a total of 50 features to train our machine learning

classifier. These features included two types of candidate mid-level gaze features (shape-based and distance-based),
with the remaining being low-level gaze features either drawn from or inspired by related work. Our results show

the distinct correlation between eye movement patterns and the activities that elicited them, suggesting a strong

motivation for using the eye movements themselves as an indicator of activity. Further, the combination of our

candidate mid-level gaze features has shown to have overall performance gain on recognising activities but varies

from activity to activity. Lastly, we discuss the implications of our improved approach for activity recognition

using the combination of low- and mid-level gaze features.

2 RELATEDWORK

In this section, we focus on two key areas of literature: (1) prior work on eye-based activity recognition and (2) prior

work on gaze pattern analysis that has motivated us to explore a higher level of gaze features.

2.1 Eye-Based Activity Recognition

Eye-based activity recognition is a topic that has been gaining interest in the fields of Human-Computer Interaction

(HCI) andUbiquitousComputing (UbiComp),with amajority of studies focusing on recognising reading behaviours

and associated cognitive processes. Bulling et al. [8, 9]’s seminal work demonstrated the use of eye tracking as

a promising modality for activity recognition; obtaining a 76.5% precision and 70.5% recall in their classification. In

theirwork, participants (N=8) performedfive activities in an office environment: reading a printed paper,watching a

video, copying a text, takinghandwrittennotes, andbrowsing theweb.Not onlydo eyemovements showdistinct pat-

ternswhendifferent activities are performed, but can differ on a variety of factors;making it a compelling input to ex-

plore for activity recognition. For instance, an earlierwork byBulling et al. [7] showed that context can have an influ-
ence on a specific activity. Theirwork investigated the importance of gaze features in the prediction of reading activ-

ities in different contexts such as sitting, standing, walking indoors and outdoors, or riding a tram. Their straightfor-

ward analysis using a stringmatching algorithm achieved a recognition rate of 80.2%. Further, Kunze et al. [28] find-

ings show that gaze patterns differ from stimuli to stimuli for a single activity. Their approach using eye-movement

featuresbasedonfixation- andsaccade-based featuresobtaineda recognitionperformanceof 74% fromdata collected

on eight participants as they read five different Japanese document types. Therefore, it becomes an open question

whether the models used in previous work (where only a single stimulus is presented per activity) predicted the

result based on the gaze patterns themselves or were biased towards the specific stimuli employed in these studies.

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 2, No. 4, Article 189. Publication date: December 2018.
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Furthermore, we have found a wide variety of methods used in existing eye-based activity recognition literature.

For classification, supervised machine learning algorithms have been widely used (e.g. Support Vector Machine

(SVM) [9]; HiddenMarkovModels (HMM) [9]); J48 decision tree classifier [28]). So far only Steil and Bulling [48] has

proposed an unsupervised approach; where it was used to discover users’ everyday activities in outdoor locations.

We also note that the gaze features selected for classification in previouswork tend to vary fromonework to another.

From amachine learning perspective, feature selection plays an important role,r and it is crucial to select a good

subset of features to train the model, as the addition of irrelevant and redundant features can suffer from the curse
of dimensionality or commonly known the problem of overfitting when trained with a small sample size [21]. As

expected, all existingworks on eye-based activity recognition have commonly employed gaze features derived from

fixationsandsaccades,witha subset employing featuresderived fromeyeblinks (e.g. [24]) andheadmotion (e.g. [48]).

The use of pupil diameter has also been proposed by Bulling et al. [9] as part of future work. However, the ability to

elicit certain types of gaze data to be used for feature extraction is dependent on the hardware used for eye tracking

itself, for example, obtainingpupil diameter can only be fromeye trackers that use opticalmethods (e.g. video-based).

More importantly, the hardware used for eye tracking influences the mobility of participants and its applicability

in everyday scenarios (i.e. head-mounted or screen-mounted). A significant portion of work has employed elec-

trooculography (EOG) for eye-based activity recognition [7, 9, 10, 27], which requires electrodes to be attached onto

the users’ face while performing activities. Such devices can be classed as intrusive (or invasive) systems as they

come into contact with the skin [14]. As a result, products that integrate an array of sensors into everyday wearable

devices are beginning to emerge; a prime example is the JINSMEME eyeglasses
4
. Ishimaru et al. [19] employed

the JINS MEME and was able to distinguish between natural and controlled reading; achieving an accuracy of

73.8% using 7 participants. Whereas using electrode-based eye trackers are well-suited for situations where the

user requires six degrees of freedom or where calibration is not possible (as they do not require a direct line of sight

to the pupil), they are limited in that they are usually not accurate enough to precisely estimate the point-of-regard.

Further, the use of use electrodes can make these devices uncomfortable to be worn for extended periods and the

fact that they also require good skin contact to work.

In contrast to electrode-based eye trackers, Kunze et al. [28] usedhead-mounted eye-tracker to recognise different

kinds of Japanese literature in natural environments—office, coffee shop, home, library and lecture hall. Kiefer

et al. [24] used a similar eye-tracker to predict six map-based activities using 220 features extracted from fixations

and saccades; obtained a 78% accuracy with their 17 participants dataset. One advantage of head-mounted eye

trackers is that they allow mobility, free head-movement and are comparatively less intrusive than traditional

electrode-based eye trackers. However, their form factor still affects participants behaviour and their mobility can

interfere with the quality of the data and can further result in difficulty in the analysis of the data due to changing

field of view of the video feed.

Other approaches using multiple sensors have also been proposed to overcome the limitations of intrusive

eye trackers. Ogaki et al. [41] combined eye-marker recorder (EMR) with a video-camera to predict five common

activities like reading text, watching a video, writing, copying and browsing. In another study, Ishimaru et al.

[20] combined eye-blink features with head motion features to perform activity recognition (82% accuracy with

8 participants). Although the combination increased recognition accuracy compared to works that have employed

the use of a single sensor, the processing time was significantly high.

2.2 Gaze Patterns during Human Activity

Since Yarbus [55]’s seminal work on how eye movement patterns differ depending upon the task given to the

participant, studies in recent decades have described the role of eye-movements in reading and information

processing (see Rayner [44] for a review). For example, it is now clear that gaze patterns during natural reading

4
https://jins-meme.com/en/

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 2, No. 4, Article 189. Publication date: December 2018.



Combining Low andMid-Level Gaze Features for Desktop Activity Recognition • 189:5

are different than while typing text. While reading English text, the mean fixation duration lasts approximately

200-250 milliseconds with a mean saccade length of 7-9 letter spaces. On the other hand, while typing, the mean

fixation duration tends to increase to 400 milliseconds with smaller saccades (approximately four letters in length).

There is also substantial variation within the same activity depending on the goal the user is trying to accomplish.

For instance, eye movements during visual search are different than during natural reading, where fixations were

longer when the same stimuli were used for both activities [44].

Understanding how software engineers perform software engineering activities has become an interest in

recent years, which had led to researchers to employ eye tracking to gain insights (see Obaidellah et al. [38]

for a survey). Software engineering activities also exhibit unique eye movement behaviours. Sharif et al. [46]

showed that during debugging, programmers would often perform a scan of the entire code in an attempt to

understand it before attempting to find and fix any bugs in the code. Their data also shows that after completing

a scan, a programmer will jump vertically through the source code. Further, Busjahn et al. [11] demonstrated

that in code reading, the mean fixation length is 100 milliseconds larger than natural text reading. Therefore,

these findings indicate that software engineering activities, such as reading and debugging code, are not only

fundamentally different from one another but can be differentiated from other behaviours such as natural text

reading.

The overall literature suggests a strong relationship between eye movements and common everyday activities,

and that activity recognition can be performed using eye movement data. Moreover, the existing body of work

provides evidence that gaze features and context plays an important role in identifying everyday activities; which

makes it compelling to explore the development of eye-based activity recognition systems. However, the results of

existing work are difficult to generalise for three reasons. First, the results due to their small sample sizes (up to 17

participants) with multivariate data may suffer from the problem of overfitting [43]. Second, low-level features of

eyemovement have typically been extracted for classification, such as statistical measures of fixations and saccades,

which can easily be affected by the design of the stimuli. Third, in works that compared a range of activities, a small

number of activities are usually compared and has the tendency to being context-dependent (e.g. office activities).

To do this effectively, we set out a research agenda in this work to further explore the types of gaze-based features,

feature extraction methods and classification methods for eye-based activity recognition. Furthermore, we test

the feasibility of using non-invasive eye trackers for data collection such as the use of screen-mounted eye trackers

that have not yet been used for activity recognition to our knowledge.

3 DATA COLLECTION

For our data collection, we factored in twomain limitations found in our review of the literature. First, we collected

a dataset with 24 participants as they performed eight activities, with three variants of each activity (except for the

browsing activity) to ensure awider variety of behaviours tominimise the effect of the stimulus on the classification.

In previous works, each activity was elicited with a single stimulus per activity (e.g. all participants read the same

piece of text in the ‘reading’ condition or watched the same video in the ‘watching’ condition). As demonstrated

by Kunze et al. [28], eye movement patterns can differ depending on the stimulus (e.g. textbook versus novel), even
though the same activity of reading was performed. This raises the question of whether the classifiers in previous

works recognised the activities or the stimuli. Moreover, using a small sample size with a large number of features

can often result in misleading performance as the machine learning classifier often ‘overfits’ the data [43]. This

substantially hinders the generalisability of these results.

Second, we examine the feasibility of using non-intrusive eye trackers i.e. screen-mounted eye trackers to

perform eye-based activity recognition due to its unconstrained nature to allow for the tracking of natural gaze

behaviour. We found that previous works have typically employed intrusive methods such as electrooculography
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(EOG) in which electrodes are placed on the face around the eyes to measure the differences in eye movement

[9] or require a user to wear a pair of wearable eye trackers [28]. We believe these limits natural movement, but

more importantly, EOG signals are prone to drifting (slow signal changes mostly unrelated to gaze coordinates),

which may result in an offset between the measured gaze point and the actual point of gaze, even with successful

calibration [35]. In recent years, low-cost or integrated eye trackers have become increasingly ubiquitous, especially

for the home environment [52], and therefore important to test its feasibility to perform activity recognition.

3.1 Activities

Each participant performed five common desktop activities and three software engineering activities, giving us a
total of eight activities in our activity set. We derived our set of desktop-based activities from the combination of

activities found in published research on activity recognition (e.g. [9, 13, 36]). We then selected the activities based

on a number of considerations: (1) sustainable for a period of time (e.g. 5̃ minutes), (2) applicability to desktop-based

activities, (3) reflective of real-world use, and (4) varying level of interaction and input; whereby some having no

input at all (e.g. watching a video) to constant input (e.g. writing code). Based on the aforementioned considerations,

we devised an initial set of common desktop-based activities from Bulling et al. [9],—Read,Watch, and Browse.

We derived the Play activity fromDu et al. [13], which compared chatting, coding, writing documents, and playing

games). The Search activity was derived from the list of tasks explored by Lorigo et al. [34] where they asked the

participants to search for ten questions on the internet—five of which were homepage-searches, and other five

were informational searches. However, to deeply understand the search and evaluation behaviour of participants

we have only included informational questions for our Search activity.

Further, we considered software engineering activities as a common desktop activity. As described in Section 2.2,

researchers have explored eye movements in such activities and demonstrated that there are unique differences in

their patterns (e.g. [11, 38, 46]). While Du et al. [13] have only considered ‘coding’ activity as whole, we considered

the three coding-based activities—Interpret, Debug, andWrite as separate activities. We used Microsoft Visual

Studio as our IDE, and these activities were written (at a beginner-intermediate level) in C# but also included a

Python variant for participants who preferred it. Only theWatch activity did not require the participant to interact

with the keyboard or mouse. All stimuli, except theWatch activity-set were presented for 5 minutes, even if the

participants were unable to complete their task, they were shown the next stimuli. The stimuli were presented

in English, but in certain tasks (e.g. Search), participants were allowed to access content in other languages if they

wished. For the remainder of this section, we detail the nature of the activities and the motivations of inclusion

based on existing eye tracking literature. Figure 2 shows examples of three activities (Play, Read and Browse)

overlaid with gaze plots for a single participant; showing differences in gaze patterns for each stimulus variant used.

Read: In Bulling et al. [9] and Kunze et al. [28]’s work, the authors collected reading behaviours while reading

on paper. However, taking into account the recent trend towards digital reading [32], we collected screen-based

reading behaviours instead. We asked participants to read a piece of text on a computer and then summarise it to

the researcher. We have chosen this approach instead of quizzing participants to elicit natural reading behaviours

(e.g. skimming) instead of focused reading. For the three sets of activities, we decided to include three different

readingmaterials in English—an excerpt from a book, an article, and a short story. The text layout of thesematerials

differed, where the article was written in paragraphs of more approximately 5-6 lines, while the book contained

a mixed of speech and narration. As eye movements patterns can differ depending on the difficulty of the text [44],

we differed the stimulus significantly in their fonts, spacing and paragraph structure (see Figure 2).

Watch:Similar toBrowse, theWatchactivitywasperformedthesamewayas inpreviousstudies [9, 20].Thepar-

ticipantwas asked towatch a short video played in full screen and then to summarise it to the researcher. Each video

wasbetween5-6minutes long and consist of a different number ofmain characters to addvariation in the activity-set.

In short,wehavechosenablack-and-whiteanimatedshortmoviewith twomaincharacters, ananimatedshortmovie
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with only three characters and a short independent film. Further, all videos selected was deemed to be interesting

as well inspirational in their nature; sufficient to hold the attention of the participants throughout the activity.

Fig. 2. Examples of Activities and Corresponding Gaze Patterns for Play, Read and Browse activities. As shown, different

types of stimulus for the same activity results in different gaze patterns, and therefore it is important to vary the stimulus

across activities to prevent overfitting the features to the classifier.

Browse:We asked participants to browse the internet freely using the web browser similarly to prior work

(e.g. [9, 41]). In this activity, participants opted not to log into websites that required a login, particularly personal

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 2, No. 4, Article 189. Publication date: December 2018.
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social media and instead chosen to browse public news websites and blogs that they frequently visit. Interestingly,

we observed that participants who spoke English as a second language gravitated toward reading the news in their

first language, which presents us with a large variety of gaze patterns. In Figure 2, Browse-Centre is in the Persian

language, which webpage layout is flipped to a right-to-left format, giving us right-to-left saccades.

Search: Unlike previous studies, where the search task consisted of visual inspection of the scene [18], we

asked participants to search for answers using a search engine from a list of predefined questions. Depending

on the query, some answers were immediately provided by the search engine while others required more effort.

We cleared the browsing history before every session so that all participants started from the same baseline. Our

motivation to add this new category of activity was to understand how different the eye-gaze patterns in focused

search are compared to natural reading or free-browsing.

Play: Participants were presented with simple free to play online game with an explanation of the rules. We

chose three different games, one requiring the participant to look ahead (Classic Mario), one requiring the player to

follow an object (Pong variant) and onewhere the characterwas affixed to themiddle of the screen and is required to

look in all directions they needed to navigate the character for survival (Agario). The participant was instructed to

play using the keyboard and mouse and received a short training (1̃ minute) to get used to the controls if requested.

Figure 2 shows the three different games chosen along with clear differences in gaze patterns for each game.

Interpret: Participants were presented with three short function implementations and were asked to predict

the output of a code snippet. We provided three functions with increasing difficulty, by increasing the number

of variables and loops.

Debug: Participants were presented with a function implementation that had multiple bugs and the expected

outputof the function.Theywere thenasked to identifyandfixanybugs theyfindand toconfirmthat theirfixworked

by executing the code. Theywere free to debug the code in anyway theydeemed appropriate, butwithout consulting

any resources outside the IDE (e.g. a search engine, which would confound with the Search activity). We provided

the expected output of the code and varied the type of bugs present in the code (e.g. syntax, logic, arithmetic).

Write: Participants were asked to implement three functions in increasing order of complexity. Examples

include: printing the product of a set of numbers, printing the first ten numbers in the Fibonacci sequence, and

sorting a set of numbers in ascending order using bubble sort algorithm.

3.2 Participants & Procedure

We collected data from 24 participants (16M/8F) from the same University, consisting of postgraduate students

and research staff, aged 24 to 48 (M=29.8). We recruited a larger sample size than previous studies to push the

generalisability of our approach. Participants were fluent English speakers and proficient in either C# or Python

programming languages. Thiswas a requirement to ensure that theywere able to complete the software engineering

activities. The majority self-rated their programming ability as ‘intermediate’ (N=13), followed by ‘advanced’ (N=8)

while the remainder as ‘beginner’ (N=3).

Before starting the session, participants were asked to sign a consent form and to fill in a short demographics

questionnaire. We recorded our eye movement data using a Tobii Pro X2-30 eye tracker
5
(mounted on a 24-inch

monitor) and the Tobii Pro Studio software. We seated the participant in a comfortable position and adjusted the

chair so that the participantwas approximately 60 cm away from the screen.We then performed themanufacturer’s

default 9-point calibration. Once the participant was successfully calibrated, the participant was free to move their

head and upper body throughout the experiment; afforded by the tracking robustness of using a screen-based

IR-illuminated eye tracker. Depending on the activity, the participant was instructed to interact with the keyboard

and/or mouse before commencing and reminded to focus their attention on the activity at hand. All stimuli were

pre-loaded on the computer and half of the participants performed the software engineering activities first. We

5
https://www.tobiipro.com/product-listing/tobii-pro-x2-30/
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randomised the order of each set but kept the activity groupings intact, meaning that participants performed all

the software engineer activities together first then all the common desktop activities together after or the other

way around, but in a random order in each group. Each session lasted approximately 60 minutes.

4 FEATURES

Asmentioned inSection2, featureextractionandselectionplayan important role ina system’sability tomakecorrect

classifications. In this section, we describe the differences between the three levels of gaze-based features used in

our work based on their characteristics. Figure 3 below illustrates the differences between each category of features.

Fig. 3. Feature Levels. The figure shows that different activities can be performed in the same area-of-interest (AOI) on the

user interface. Low-level features are derived from raw gaze coordinates, and are mostly fixation and saccade-based features.

High-level features summarises low-level features such as the total fixation duration in each AOI to form a feature. This requires

the knowledge of the interface, and may not be generalised to a broad range of activities. Our proposed mid-level gaze features

combines fixations and saccades into patterns, and their counts are used as features for classification.

Low-Level: Low-level features are computed from eye tracking raw gaze coordinates (x , y), and eye be-
haviours such as eye blinks, or at a physiological level (e.g. pupil diameter). Such features are easy to compute

but at the same time vulnerable to overfitting when used for classification. This happens because certain

eye movements are linked to visual characteristics of the specific stimulus used during training (e.g. layout,

colour, salience) rather than the activity itself. We provide a more detailed description of low-level gaze

features in Section 4.1 below, including features that we have employed in our study.

Mid-Level: Features at this level are derived from fundamental gaze behaviours such as direction, and

therefore require knowledge of the sequence of low-level gaze features. For example, reading patterns in

Western languages usually present themselves as a series of short saccades from left to right with a long
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saccade from right to left at line breaks (as shown in Figure 3). Intuitively, any person can make inferences

about the type of activity the user is engaged in by observing gaze plots.We leverage this intuition to identify

atomic components that are characteristic of a given activity in the time series data, hypothesising that using

them as features might improve classification results (see Figure 1). Mid-level gaze features do not require

knowledge of the design of the interface itself, but build on intuitions about the kinds of eye movements

likely to arise during an activity.

High-Level: These features consider the Areas-of-Interest (AoI) of the interfaces and require either manual

or automatic determination of the bounds of these AoI’s. Examples of such features include transitions

between AoI’s and time spent in a given AoI. We have decided not to include high-level gaze features in our

analysis and comparisons, as these features are stimuli-dependant and require previous knowledge of the

interface design and therefore not applicable to all contexts due to changing interface designs across activities.

We extracted from our dataset a total of 50 features (summarised in Table 1). As critiqued by Bednarik et al. [4],

there is still a lack of standardmetrics in eye-movement research, and that finding the best feature set often requires

exploratory analysis. For this reason, we have not only cast a wide net by including features for the purposes of

possible higher classification accuracy but have also begun to explore variations in such existing features. For

simplicity, we have classified features used in prior work (e.g. [24]) that were computed using the positions and

duration of fixations and saccadic movements as low-level gaze features.
Furthermore, our work aims to explore a new feature set based on the shapes and patterns of these low-level

gaze features. The idea is inspired by Bulling et al.’s work, where they define an activity “using a grammar built
upon an alphabet of basic eye movement atoms” [9]. Whilst our approach does not define activities using a grammar,

it uses this idea whereby there are fundamental eye movement ‘atoms’ that are representative of different activities.

We used these atoms in order to generate more features from existing fixation- and saccade-based features. We

call these atomsmid-level gaze features. For the remainder of the section, we describe in detail the features we have

employed in our work, and how they were conceptualised.

4.1 Low-level Gaze Features

Low-level gaze features capture spatiotemporal characteristics of the eye movements and is centred around two

fundamental eye movements—fixations and saccades. We summarise these features in Figure 4 and describe each

of them below.We have chosen not to include features derived from pupil data and blink rate in our study, as these

features are strongly influenced by extraneous factors such as the interface design and the difficulty level of the

activities. Existing works have shown that with increase in task difficulty, change in pupil diameter increases [15]

and blink frequency decreases [2]. For instance, for the same activity such as playing a video game, two participants

can have different levels of cognitive load depending on their experience with the game. Moreover, to accurately

measure the small changes in pupil diameter, we require eye-trackerswith high sampling rates (500Hz or over) with

restraint movement, which may not be available to the average consumer, and unsuitable for everyday interaction

if users need to be restrained. Furthermore, we selected a set of common low-level gaze features drawn from

related work, which consists of features based on horizontal (x) and vertical gaze coordinates (y), i.e. fixations-
and saccade-based features only for the purposes of our study.

Fixation-based Features. Based on the basic properties of fixations, we selected five initial features: the mean,

variance and standard deviation of fixation duration, followed by fixation rate and fixation slope. These features

have shown to be important for accurate classification in previous studies [9, 28]. In order to capture how close

fixations are in a space-dimension, we introduce a new feature called fixation dispersion area based on fixation

dispersion feature commonly found in eye tracking literature (e.g. [5, 37]). The fixation dispersion feature used

in prior work takes the mean of all fixations and finds the distance from the mean to all the fixation points. Our

modified feature (illustrated in Figure 4), encloses dispersed fixation points in a rectangle. We chose a threshold
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Table 1. List of all the 50 features used for our approach.

Category Sub-Category Features N

shape string string-up, string-right, string-down, string-left 4

line medium-line, long-line 2

compare compare-left-right, compare-right-left 4

compare-up-down, compare-down-up

scan scan-right-left, scan-left-right, scan-up-down, scan-down-up 12

scan-right-up, scan-up-right, scan-left-up, scan-up-left

scan-right-down, scan-down-right, scan-left-down, scan-down-right

distance return patterns r-pattern 1

elsewhere patterns e-pattern 1

saccade size sacc-mean, sacc-var, sacc-sd 3

direction follow-saccade, neighbouring-saccade, opposite-saccade, 11

sacc-right, sacc-left, sacc-up, sacc-up-down,

sacc-up-right, sacc-down-right, sacc-up-left, sacc-down-left

fixation duration fix-mean, fix-var, fix-sd 3

rate fix-rate 1

slope fix-slope 1

dispersion area fix-disp-area 1

count brief-fixation, hold-fixation 2

distraction distract-right, distract-left, distract-up, distract-down 4

of 75% for this feature, where the rectangle takes into 75% of dispersed fixation points and ignores the remainder

to prevent outliers from skewing the rectangle.

In prior work, blink durations have been used as a feature to determine if a participant has disengaged from the

task (e.g. [24]). We have taken a simpler approach to determine disengagement i.e. if a participant has looked away

from the screen.As eye trackers can trackbeyond thebounds screen,wearenot only able to determinewhether apar-

ticipant has looked away from the screen but also inwhich direction.Hence,we counted the number of fixations that

occurs outside the active display in four directions (up, down, left, right) as features that we call distractions. Lastly,
we added two features based on fixation duration—the number of brief fixations (< 500milliseconds) and the number

of long fixations (> 500 milliseconds). In total, we selected a total of 12 fixation-based features for our classifier.

Saccade-Based Features. Similar to fixation-based features, we selected initial features from basic statistical

properties: the mean, variance and standard deviation of saccade length. Next, we included the saccade counts

in 8 directions (defined as 45-degree sectors) as features (illustrated in Figure 4). Based on the cardinal direction

features, we computed three additional features: follow direction count, neighbouring direction count and opposite

direction count. The majority of these features were inspired by Kiefer et al. [24]’s work.
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Fig. 4. Low-level gaze features.

4.2 Mid-level Gaze Features

As described in Section 1, the proposed category ofmid-level gaze featureswas built upon our intuitions considering
the different patterns that arise while performing an activity. During pilot testing, we observed that activities were

different from each other based on their recorded saccade lengths. For example, the Read activity consists of a

large number of short saccades in the right direction followed by a long left saccade, whereas Browse and Search

activities contain short saccades in both left and right directions. Similarly, we also observed distinct patterns

while considering saccade directions. For instance, a large number of saccades in the sequence of up-down-up-down
directions were observed in the Debug activity, as the participant continuously compared the content in the source

code windowwith the output window at the bottom in the IDE. Likewise, the spread of the fixation data also gave

us insights about the activities. For example, the Interpret activity requires the user to focus on a small area of

the screen, creating a cluster of fixations around the code blocks; whereas for activities such asWatch and Search,

the fixations were distributed throughout the screen.

In order to build these patterns, we employed a character encoding methodology similar to Bulling et al. [9]’s

wordbook.We first converted the eye-movement sequence into a series of saccade atoms. An atom is defined as

a combination of two letters where the first letter denotes the saccade type (short, medium or long) and the second

letter denotes the direction of its occurrence (left, right, up or down). For the fixation data, we calculated the distance

between every three consecutive fixations and based on their measured distance; we extracted fixation-based

features. Based on these encodings, we found that we can group the characters into patterns which can relate to the

visually distinguishable patterns discovered during pilot testing. We categorised them into two primary types of

pattern features—shape-based pattern features and distance-based pattern features. The shape-based pattern features
are based on saccade encoding, while distance-based pattern features are generated using consecutive fixations.

The number of occurrences of all the mid-level gaze patterns—shape-based pattern features and distance-based
pattern features—were used as a feature to train the classifier.

Shape-Based Pattern Features. Figure 5 above summarises the 22 shape-based patterns and their encodings used in

this paper. Shape-based patterns consist of atoms that correlatewith gaze length and gaze direction. Considering the
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different patterns which can be created, we further classified them as string-patterns, line-patterns, compare-patterns
and scan-patterns. Based on our observations in pilot testing, we found that different shapes capture different

aspects of eye-movement activity. For instance, we found that string-patterns help us to determine if there was

a sequence of consecutive saccades in the same direction. As for line-patterns, they are used to help us to detect any
consecutive saccades in the right direction, followed by a left medium or long saccade. Patterns used for comparison

compare-patterns are indicative when a participant is performing any comparison between two points, for instance,

when a participant is looking between two parts of the screen repeatedly. Further, to make these patterns interface-

independent, we have considered saccades in both horizontal and vertical direction. We also found that during

activities such as writing code (Write), the participant continuously reviews their writing. The scan-patterns can
help us to identify such patterns not only in horizontal and vertical directions but also in corner directions.

Fig. 5. Shape-Based Pattern Features.
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Distance-Based Pattern Features. We propose another category of mid-level gaze features in this work, what

we call ‘distance-based pattern features’. Unlike shape-based patterns, we based these features on the sequence

of fixations occurring together within a well-defined distance. They can be further classified as return patterns
and elsewhere patterns. With reference to Figure 6, let fi , fi+1 and fi+2 be three consecutive fixations, such that fi
and fi+1 are at least r distance away. Then, the next fixation fi+2 is known as a return patternwhen it is less than
r distance away from the initial fixation (fi ). However, if fi+2 is outside r distance away from other fixations, then

it is known as elsewhere pattern. Based on visual inspection, we set the value of r as 300 pixels in our work. In

our pilot testing, we observed that elsewhere-patternswere indicative of activities in which participants’ fixations
were distributed throughout the screen, for example, in theWatch and Search) activities. Whereas return patterns
identify activities in which they were required to revisit a section on screen, e.g. in the Play activity, the participant

continuously tracks its move as well. Similar patterns can also be observed in the code-based activities, such as

Debug and Interpret where the participant revisits blocks of code to attain deeper understanding.

Fig. 6. Distance-Based Pattern Features

5 METHODOLOGY

In this section, we describe our step-by-step method for classifying everyday desktop activities. First, in the

preprocessing step, we convert the raw gaze data into a list of fixations and saccades using a fixation filter. Next, we

extract a list of candidate features; a combined total of 50 low- and mid-level gaze features (described in Section 4).

Further, in the classification step, we build and test different classifiers based on these features.We thenmeasure the

performance ofmachine learning classifiers by comparing the original activity labelwith the predicted activity label.

Our method from the preprocessing step to feature extraction step is illustrated in Figure 7, while the following

subsections give a detailed explanation of each of these steps. Additionally, we added the algorithm for our method

in Appendix A.

5.1 Preprocessing

The rawgazedata is a time-series data, comprisingofhorizontal (x ) andvertical (y) gaze coordinates anda timestamp.

Although the eye tracker’s proprietary software (Tobii Pro Studio
6
) was able to automatically process the raw gaze

data into fixations and saccades, we opted to implementOlsson [42]’s Fixation filter to gain control over twofixation

parameters—average windows size and peak threshold. Using a custom built tool, we can visualise the fixations and

saccades by adjusting the parameters. We configured the filter with an average window size of 7 samples and a

peak threshold of 25 pixels, and subsequently extracted the saccades between every pair of consecutive fixations.

6
https://www.tobiipro.com/product-listing/tobii-pro-studio/
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5.2 Feature Extraction

The most common features used for eye-based activity recognition are low-level gaze features [19, 22]. These

features depend on the spatial-tempo coordinates of the saccades and fixations. However, to record the interaction

between these basic eye-movement features, additional features were generated by encoding saccades into a

sequence of characters according to their direction and length as used in previous studies [7, 9, 24, 41]. An example

of such an approach is to build a wordbook using n-grams matching and computing a histogram of each of the

n-gram patterns as used by Bulling et al. [9].

Instead of employing Bulling et al. [9]’s approach of building a wordbook using n-grams, our approach was to

create a table that consists of all mid-level gaze patterns that we have described in the previous section. This was

inspired by Bulling et al. [7]’s work where the authors detected reading activity in transit by matching a prototype

string that represented a typical reading sequence (“Lrrrrrrrr”) over the encoded saccade string, character by

character. With knowledge of this pattern, the Levenshtein distance between the saccade string and prototype

string was calculated for each step. Finally, the classification between ‘reading’ and ‘not reading’ was done by

applying a threshold on the Levenshtein distance vector.

Fig. 7. Feature Extraction. We first process raw gaze data into fixation and saccades. We then encode saccades into a sequence

of strings, each representing the saccade length and direction. Here, we are searching for four short saccades in the right

direction (SrSrSrSr). Using the Smith-Waterman algorithm [47] with a threshold of one replacement, we obtain twomatches in

the first example and only one match in the second example ( | denotes an exact match, • denotes a replacement ).

In our work, we extend this idea by firstly identifying patterns of behaviours that are intuitively linked to a

certain activity based on saccade encoding in 4-cardinal directions and three length sizes (short, medium or long).

We define these patterns as shape-based patterns and are presented in Figure 5. We next stored these patterns in

a lookup table, and derived our mid-level gaze features Fp by counting the number of matches of the patterns (p) in
the eye-movement sequence using Smith-Waterman local alignment algorithm [47]; an algorithm typically used for

detecting DNA or protein sequences. The advantage of using a local alignment method for string matching helped
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us to handle small gaze errors by allowing one-replacement during string-matching. For instance, as shown in

Figure 7, after encoding the eye movement raw data as sequence-string, we first match it with the prototype string

(“SrSrSrSr”) using local alignment method. The algorithm instead of performing character by character matching

returns a list of possible alignments generated by either deleting, inserting or substituting a single character. The

algorithm then applies a thresholdTp to allow only one substitution for each locally aligned sub-sequences. This

threshold defines how tolerant is string-alignment towards gaze errors in the raw data. Similarly, we calculated

the distance between three consecutive fixations and based on their distance; we further counted the number of

occurrences of return-patterns and elsewhere-patterns. The number of occurrences of both the shape-based patterns
and distance-based patternswere used as mid-level gaze features to train our classifiers.

Finally, we extracted low- andmid-level features from the fixation and saccades based on different timewindows.

The time window has a significant effect on the number of fixations and saccades available for feature extraction.

The smaller the time window, the more fine-grained the recognition can be, but less information it will have to

make a robust decision. Previous research has used different times windows over which they extract the features,

from 20 seconds [24] to 30 seconds [9] and up to 60 seconds [28]. For our study, we generated data for 15-second

increments until 150 seconds. To further analyse the effects of different time window on classifier performance,

we trained our classifiers on each of the time windows with a window step of 1 second.

5.3 Classification

To understand, the importance and differences between our selected features based on classifier performance, we

first divided the feature dataset into two feature sets:

Low-Only: Low-level gaze features only.

Low+Mid: Low-level combined with mid-level gaze features.

We trained a set of three classifiers: Support Vector Machines (SVM), K-Nearest Neighbour (K-NN) and Random

Forest on ourwhole dataset consisting of 24 participants. The classifierswere trained for both feature sets generated

in each time window. Further, to evaluate the performance of our model, we used a k-fold cross validation as

compared to leave-one-out cross-validation (LOOCV) used in previous studies [9, 28]. LOOCV has a large variance

in comparison to k-fold CV because training sets in LOOCV have more overlap [17]. For this reason, we performed

a k-fold cross validation (k=4) across all participants, such that in each cross-validation fold, all the data from a

participant is either in training set or testing set. In our case as an example, a value ofk=4meant that 18 participants’

data was used for training and the remaining 6 participants’ data for testing. This was repeated across all the folds.

Following, we performed parameter tuning for finding the set of optimal parameters for each of the three

classifiers. For the SVM classifier, we fixed the two hyper-parametersC=10 andдamma=0.01 with RBF kernel.
Similarly, the random forest classifier was tuned using 1000 trees and seven variables for splitting at each node.

The K-NN classifier was trained with k=10 neighbours. Similar to Bulling et al. [9], we used F1-Score to evaluate
the performance of each of the classifiers. The F1-Score is defined as F1=2×(precision×recall)/(precision+recall)
and corresponds to the harmonic mean of Precision (TP/TP+FP ) and Recall (TP/TP+FN ) scores, where TP, FP,

TN and FN are number of true-positives, false-positives, true-negatives and false-negatives respectively [45].

6 RESULTS

The primary aim of this paper is to explore the opportunity of incorporating mid-level gaze features to perform

activity recognition on everyday desktop-based activities, and how the combination of low- and mid-level gaze

features can potentially lead to greater recognition performance. In the following subsection (Section 6.1), we first

describe how the performance of the classifiers improved when mid-level gaze features were used in combination

with low-level gaze features. Following, we then focus our attention on the role of eye-movement features in

classifying individual activities using confusion-matrices and importance graphs in Section 6.2.
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6.1 Classifier Performance

6.1.1 Performance across All Activities. We first compared the performance across all the activities for different

time windows by evaluating its classification performance using three classifiers—SVM, K-NN and Random Forest.

Table 2 shows the performance of the classifiers using the F1-Score measure for both feature sets for comparison.

The K-NN classifier performed poorly for both feature sets. The reason being it is a ‘lazy learner’, and does not learn

a discriminative function, but rather “ memorises” the training data as noted by Duda et al. [16]. As our dataset

is highly complex and multi-dimensional, the K-NN classifier proved not suitable for our purpose. Similarly, the

SVM classifier performed well, but the results were highly dependent on the two hyper-parameters—C and gamma.
Due to high variability in results for these parameters, we have chosen to explore our results using the Random

Forest classifier for the remainder of our analysis.

Table 2. Classification Results. F1-score for three classifiers (SVM, K-NN and Random Forest) for both the feature sets for each

time window.

TimeWindow (s) SVM K-NN Random Forest

Low-Only Low+Mid Low-Only Low+Mid Low-Only Low+Mid

15 0.53 0.51 0.43 0.41 0.53 0.54

30 0.59 0.58 0.49 0.47 0.60 0.61

45 0.61 0.62 0.53 0.50 0.64 0.66

60 0.64 0.66 0.54 0.55 0.63 0.66

75 0.66 0.66 0.58 0.55 0.69 0.70

90 0.65 0.68 0.58 0.59 0.66 0.69

105 0.67 0.68 0.60 0.60 0.70 0.72

120 0.68 0.68 0.61 0.60 0.69 0.72

135 0.68 0.70 0.63 0.61 0.68 0.73

150 0.69 0.71 0.63 0.60 0.69 0.73

Random forests are ensemble classifiers, and unlike SVM and K-NN, they are not dependent on their hyper-

parameters. With highly complex multi-dimensional dataset such as ours, they were able to achieve a maximum of

0.70 F1- score with low-level features only (105 second time window). Moreover, we can see an improvement in the

scores when mid-level gaze features were used as shown in Figure 8. The figure shows the values of F1-Score over
different time window for both the feature sets (Low-Only and Low+Mid) whereby we can see an improvement

of 1% - 4% in the performance of the classifier by incorporating mid-level gaze features.

Figure 8 also shows that the length of the time window greatly influences the performance of the Random Forest

classifier. When using a short time window (i.e. between 15-60 seconds), the random forest classifier was able to

achieve a maximum F1-Score of 0.63 using the Low-Only feature set and 0.66 with the Low+Mid feature set. One

possible explanation for this low performance can be related to the fact that the time window defines the number of

samples used for generating the features. Some of our low-level gaze features (e.g. fixation dispersion area, saccades

direction features) and all mid-level gaze features depended on the interaction between the fixations and saccades

in the timewindow. Therefore, the greater the timewindow, the higher the number of interactions that are captured

through the features definition. We decided to choose the 105 seconds as a representative time-window for further

analysis, as after this time-window, the F1-Score appeared to have plateaued and no longer increased. Moreover,

we believe a window-size of this size (2̃ minutes) was fine-grained enough for the time scale of the activities in

which we are interested.
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Fig. 8. Random Forest Classification. F1-Score for Random Forest classifier for each time window..

6.1.2 Performance for Each Activity. Wewere also interested in understanding the effect of the combination of

features on the performance of individual activities. Further, we also wanted to find out if our novel mid-level gaze

featureswere able to increase the performance of the classification. As described earlier,we selected a representative

time window of 105 seconds and trained a Random Forest classifier. The input dataset consists of 43748 samples

of 26 low-level gaze features and 24 mid-level gaze features, containing 8 class labels, where each class represents

on activity. Table 3 shows that our dataset is balanced between the 8 activities. Training a classifier with a balanced

dataset helps us to avoid misleadingly high accuracies due to multi-class imbalance problems (seeWang and Yao

[54] for further discussion).

Table 3. Class distribution. Number of samples and proportion of each class in the dataset.

Browse Debug Interpret Play Read Search Watch Write Total

Samples 4812 5362 5392 5261 5045 5791 5860 6224 43748

Proportion (%) 11 12.2 12.3 12 12 13.2 13.3 14 100

Table 4 contains a brief overview of the performance of the two feature sets in predicting each activity by

comparing their accuracy and F1-Scores. As shown, the Read activity performed the best in bothmodels in terms of

both accuracy and F1-Score, while the Debug and Interpret performed the lowest. There was an overall increase

between 1% to 6% in performance across the activities (except for Play) by using the combination of low- and

mid-level gaze features. For example, the Search activity was predicted with an accuracy of 85% using low-level

gaze features, which further increased to 91% when combined with mid-level gaze features. A similar kind of

improvement was observed in F1-Scores for all the activities except for the Interpret activity.
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Table 4. Classification Results for each activity. Accuracy and F1-Scores for each activity class.

Activity Class Accuracy (%) F1-Score
Low-Only Low+Mid Low-Only Low+Mid

Browse 58 61 (+3) 0.63 0.67 (+0.04)

Debug 48 49 (+1) 0.50 0.51 (+0.01)

Interpret 51 52 (+1) 0.53 0.51 (-0.02)

Play 68 67 (-1) 0.72 0.75 (+0.03)

Read 94 95 (+1) 0.96 0.96 (+0.00)

Search 85 91 (+6) 0.83 0.87 (+0.04)

Watch 86 91 (+5) 0.80 0.82 (+0.02)

Write 66 69 (+3) 0.66 0.70 (+0.03)

6.2 Feature Importance

6.2.1 Confusion Matrices. Figure 9 shows normalised confusion matrices for both feature sets. The diagonal of the

matrices represent the proportion of correctly classified samples. Our classifier worked best for detecting the Read

activity, followed byBrowse (around 4-5%of the time) for both the feature sets. The classifierwas also able to predict

Search andWatch activities with over 85% accuracy. However, as the coding activities were found to be similar

to one another, they were often misclassified among themselves. For example, the Debug activity was misclassified

as Interpret 24% and 28% in the feature sets respectively. This resulted in the reduction of F1-Score as previously
reported (Section 6.1.2). This can be supported by the fact that while ‘debugging’ the code, we sometimes are

required to ‘interpret’ the code as well. Overall, the additional mid-level gaze features reduced the misclassification

rate for each activity. As an example, theWatch activity was misclassified more often when only low-level gaze

features were used (e.g. with Debug andWrite). Similarly, the Search activity was predicted as Browse 13% of

the time with low-level gaze features, which was decreased to 8% when mid-level gaze features were added.

Fig. 9. ConfusionMatrices for Low-level feature set and Low+Mid level feature set.
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6.2.2 Importance Table. Table 5 lists the top-ten features according to Random Forest importance score when

predicting the eight desktop-based activities using gaze features. The top-10 most important features consisted of

4 mid-level gaze features and 6 low-level gaze features with fixation dispersion area having the highest importance.

The three saccadic direction features—number of saccades in right direction, number of long-lines and number of
strings in right direction—are based on horizontal saccades (i.e. right direction) and received high importance.

Fundamental low-level gaze features such as fixation duration and saccade size also scored high in importance, in

line with prior work (e.g. [9, 27]).

Table 5. Important Features. Top ten important features across all activities based on Random Forest feature importance score.

Features Set Score

Fixation dispersion area low-level 100.0

Number of saccades in right direction low-level 93.1

Number of long-lines mid-level 84.1

Number of elsewhere fixations mid-level 62.5

Number of brief fixations low-level 60.8

Number of return fixations mid-level 48.3

Saccade size (mean) low-level 47.4

Fixation duration (mean) low-level 45.3

Fixation rate low-level 44.7

Number of strings in right direction mid-level 43.9

To further understandwhy these features predicted our desktop-based activities with high accuracy, we per-
formed an exploratory data analysis (EDA) for our top-4 features.We concluded that the fixation dispersion areawas
helpful in distinguishing activities where the participants were asked to focus on the outcome of the task, in par-

ticular, the software engineering activities (Interpret, Debug andWrite). Similarly, a large number of horizontal

saccades and long lineswere characteristic of theReadactivity.Moreover, during free-viewing activities likeWatch,

Play and Browse; the number of elsewhere fixations were high i.e. participants tended to fixate all over the screen.

7 DISCUSSION

7.1 Overall Recognition Performance

The results on our 24-participant dataset demonstrate a strong relationship between eye-movements and everyday

desktop-based activities.We found that our feature set of combined low-level gaze features and candidate mid-level

gaze features (Low+Mid) sensedbyanunobtrusive eye trackerwerepredictive of eight different activities, consisting

of five common desktop activities and three software engineering activities. Our Random Forest classifier achieved

a high performance using the combined feature set (F1-Score = 0.72). Out of the eight activities, we were able

to recognize three activities—Read, Search andWatchwith high recognition performance with 91% accuracy

(F1-Score > 0.82).When compared to using our low-level gaze feature set (Low-Only), wewere still able to recognise

the activities with comparable performance (F1-Score = 0.70). We believe that this performance is likely due to the

nature of low-level gaze features we selected, as they were able to capture the relationship between the fixations

and saccades to an extent. Specifically, we found that eight low-level gaze features were based on the interaction

between the consecutive fixations and saccades (e.g. fixation dispersion area); eight features were based on saccades

direction (which direction a person is looking), and two were related to the duration of the fixations (brief and

long fixation). Consequently, this gave us a performance score higher than expected using only low-level gaze

features. For instance, we were able to achieve classify the Read activity with a high accuracy of 94% (F1-Score
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= 0.96), which is a great improvement in the results reported as compared to previous work [9, 20, 28]. Additionally,

we were able to increase this already high accuracy to 95% when adding our mid-level gaze features to the feature

set. Closer inspection revealed that the remaining 5% of activities were misclassified with Browse, as browsing

is structurally diverse, and reading can be a sub-activity within the task (e.g. browsing involves reading). These

findings are consistent with previous studies, which showed that reading is the easiest to recognise as it includes

characteristics sequences of several consecutive eye-movement [7, 9]. This fact gave us confidence in our results.

The addition of our candidate mid-level gaze features to the model showed an increase of 1-6% in classification

performance as compared to using only low-level gaze features. Similar to the Read activity, Watch and Search

activities showed similar high performance scores and obtained over 85% accuracy (F1-Scores > 0.80), with an

improvement of 5% and 6% when adding mid-level gaze features. We found that for activity such as Search, there

were fewmisclassificationwith Browse (8%), though nonewith Read. The findings suggest thatwhile searching for

information, the user scans through the content (similarly to browsing), but does not thoroughly read the content.

This is also evident by large number of long-lines found in the Read activity but not present in the Search activity.

Similarly, for activity such asWatch, which is considered an unstructured activity concentrated over a relatively

small field of view [9], average small fixation-dispersion-area and fewer long-lineswere observed. Moreover, due

to the changing visual information in every video frame, fixations were distributed all over the screen which is

evident by large number of elsewhere fixations.
TheBrowseandPlayactivities pose a larger challengedue to thewidevarietyof eyemovementpatterns involved,

and thus it is difficult to separate relevant patterns from distractions [9]. However, with our approach, we were able

to detect Browse with 61% accuracy (F1-Score = 0.67) and Play with 67% accuracy (F1-Score = 0.75). We found that

is more difficult to classify software engineering activities, specifically, the classifier struggled to distinguish Debug

from Interpret. Though this is substantially higher than the chance value of 0.125, it is not high enough for an inter-

active system.We found that both activities contain similar eyemovement patterns, and thereforeweremisclassified

between themselves. A possible explanation is that while debugging or interpreting the output of the code, the user

iterates over each line of the code to understandwhether it isworking.However, we found thatwhen the participant

scans each line, it generates a gaze path which is different than reading a text, searching information or browsing

the web. This can be confirmed by the low (0-1%) confusion rate with Read, Search and Browse activity as shown

in Figure 9. Moreover, the classifier showed a low performance in predictingWrite activities (F1-Score = 0.7), and

falsely predicted them as Debug or Interpret 11-14% of times. Further inspection revealed that there were a large

number of distraction fixations (distract-up, distract-down, distract-left, distract-right) for the code-based activities.
These distractions can be related to either thinking, typing or disengagement; however, it is hard to distinguish.

Overall, we showed that the addition of mid-level gaze features was beneficial for recognition performance,

increasing the alreadygood recognitionperformance fromour selected low-level gaze features. In essence,mid-level

gaze features to capture the relationship between the segments of the screen, and are more closely related to the

type of activity being performed than using only low-level gaze features. Our promising results demonstrate the

potential of combining low- and mid-level gaze features for eye-based activity recognition for desktop-based

activities as they play a prominent role in classifying. The results also suggest that we should rethink the use of

features at all levels. In our work, we introduce enhancements on existing low-level features instead of relying on

traditional gaze features such as fixation-duration, saccade-duration, fixation-dispersion, saccade-length. This gave
us a high base performance, and therefore it is important to look at different abstractions, in particular, features

that capture the interaction between these traditional features. Lastly, our results show that activity recognition

itself is a challenging process as activities can contain a multitude of behaviours and that sub-activities can be

contained in the activities; encouraging us to explore further into the research area.
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7.2 Limitations

In this section, we declare a number of limitations of our work despite our best efforts to minimise them. First, the

datasetwas not entirely naturalistic.We believe that users behave differentlywhen being observed in a lab setting as

compared towhen they are in the comfort of their ownhomes. During our data collection,we attempted tominimise

the fact that the researcher is observing by having the researcher sit adjacent to the participant where they are

out of sight. However, the mere presence of the researcher may have caused the participant to act differently when

performing the activities as they were aware that they were being monitored. Then again, collecting naturalistic

eye movements is often an ambitious goal that is certainly worth pursuing but also introduced challenges in the

labelling of the dataset [10]. Moreover, they were asked to complete all the tasks within a fixed time-duration (5

minutes); irrespective of their interest or abilities. The time pressure and continuous monitoring may have affected

the gaze patterns, for instance, for the reading activity, all the participant performed focused reading, in order to

be able to explain the summary to the researcher. However, with no monitoring, we may have obtained different

reading patterns such as skimming or scanning patterns.

Second, the shape-based and distance-based pattern features used for activity recognition were based on fixed

thresholds during their extraction step. For shape-based patterns features, we have considered arbitrary values

based on observation, such as a fixed length string (l =4) and only in four cardinal directions, but it was possible to
consider other directions as well (see Section 7.3.1). Further, we have only considered the counts for our mid-level

gaze features, and have not taken into account the interaction patterns and spatial or temporal considerations

i.e. when and where feature occurred during the stimulus. Third, we have also used a large window size of 105 s for
extracting features and training our model. Although large window-size helped us to track user-behaviour habits,

however for finer-grained activities such as momentary distractions within a longer activity, a shorter window

size would be necessary. Additionally, we have only used three variants of each activity and assumed them as the

representative examples of the whole activity. We note that is would be difficult to select a definite set of activities

and as noted in related work section, there are a number of factors such a context or medium that may affect the

types of gaze behaviours when presented with a stimuli. Fourth, we did not include a NULL/VOID class activity

as a baseline as used in previous work (e.g. [9, 41]); therefore its effects on our model remains unknown. Lastly,

we have not generalised our approach to a similar eye-tracking dataset that was collected on a different population

and experimental setup (e.g. display size, eye tracker, etc.). In addition, we have not compared our performance

to other approaches such as Bulling et al. [9]’s feature extraction and classification approach.

7.3 Future Directions

We propose two future directions for our work. The immediate direction is the continued exploration of gaze

features at the mid-level by making improvements, while the long-term direction is to apply our approach to

potential real-work applications which we outline in the second part of this section.

7.3.1 Improving Mid-level Gaze Features. The addition of our proposed set of candidate mid-level gaze features

demonstrated an overall performance increase when combined with low-level gaze features for eye-based activity

recognition. Upon reflecting on the features, we believe further improvements can be made. First, most of the

shape-based features were derived by considering four cardinal directions (left, right, up and down). Hence, if the

saccade appeared in the upper-right region, it will be either categorised as saccade-up or saccade-right. However, for
activities where there are a wide variety of gaze patterns involved (e.g. Watch and Play), the saccades occurring

in diagonal directions may give us more interesting insights about how people perceive those activities. Therefore,

we can further consider saccades in all the eight directions in our future work, adding four new string-based

pattern features—string-up-right, string up-left, string-down-left and string-down-right. Secondly, the line-patterns
were derived from the use of English-based stimulus. However, languages such as Arabic, Japanese have reading

directions different than English. To make our features generalisable, we plan to expand the line-patterns by

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 2, No. 4, Article 189. Publication date: December 2018.



Combining Low andMid-Level Gaze Features for Desktop Activity Recognition • 189:23

including patterns in all the directions. For instance, the pattern containing short saccades in the down direction

followed by long saccade in up direction(‘SdSdSdSdLu’) can be added to detect Japanese reading style. Lastly, the

threshold used for defining types of saccade length (short, medium, long) was based on visual inspection. Similarly,

for distinguishing features as return patterns or elsewhere patterns, a fixed threshold was used. However, these
thresholds are dependent on the display properties of the monitor and the distance between the monitor and

the participant. Therefore, computing optimal or dynamic thresholds can potentially improve our recognition

performance. These are just some improvements we propose, and there are still many aspects to explore such as

the addition of new features. However, the caveat of adding more features is that they might reduce classification

performance, and therefore it’s important to test their overall performance.

7.3.2 Real-World Applications. The findings in this paper present an opportunity to apply eye-based activity recog-
nition in real-world applications. We consider three broad areas of applications: e-learning, gaze-based interaction
systems and quantified-self applications. In e-learning, the implementation of eye-based activity recognition can en-

able us tomonitor different activities such as Read,Watch andWrite. Thiswill enable the design of better learning

systems that can adapt to the experience of the student. The interface of such applications tends to be rich. For exam-

ple, the video can contain text and an area for the student to take down notes on the same screen. To be able to detect

patternswill help practitioners gain anunderstanding of the student capabilities. Further,with gaze data,we can also

identify incurred task difficulty and underlying cognitive states while the students performed the learning activity.

There is a growing interest in using eye tracking as an implicit input in interaction systems (i.e. gaze-based

context-aware interactive systems) in recent years. For example,NUIA Productivity +7 aims to increase productivity

at the computer workstation, by replacing mouse and keyboard interaction by gaze. The application uses the

combination of gaze-control and artificial intelligence based software platform which identifies activities such

as scrolling longer text, selecting a link and allows more comfortable reading using gaze-click and gaze-scrolling.

We also can implement eye-based activity recognition more implicitly for quantified-self as proposed by Kunze

et al. [26] and the motivations behind the development of JINSMEME eyeglasses
8
. Such systems can proactively

monitor daily activities and can either assist users with their daily tasks or encourage them to follow a healthy

lifestyle.With our approach, we can start to consider a wider range of daily activities. The recent implementation of

eye tracking in mixed-reality devices such as head-mounted displays further presents opportunities for eye-based

activity recognition (e.g. VR [23], AR [49]). In a mixed-reality environment, we can easily manipulate or argument

the environment to provide context and this combined with the ability to detect recognise their activity through

their eye movements will enable us to explore scenarios that we were not able to explore previously. These are

just some example of applications areas that can benefit from using of eye-based activity recognition.

8 CONCLUSIONS

In this paper, we explored the use ofmid-level gaze features, which is a level of abstraction between low- and high-
level gaze features. We collected a dataset of eye movement data containing 24 participants as they performed eight

desktop-based activities, including programming activities. We obtain an overall high recognition performance

score (F1-Score = 0.72) using the combination of low- and mid features using a Random Forest classifier, showing

a performance increase of up to 4% increase in accuracy. There was also an overall improvement in individual

performance. Our results also showed an improvement in classifying the activities whenwe compared the low-level

gaze features only with the combination; suggesting the further exploration of gaze features at the mid-level to

be a potential approach for advancing the state of the art eye-based activity recognition. We have then discussed

the implications of our work and present its future directions. All in all, this work provides the groundwork for

7
https://4tiitoo.com/en/

8
https://jins-meme.com/en/
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its exploration and towards building a robust generalisable model for activity recognition, and a call to explore

feature combinations to perform improved eye-based activity recognition.
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A SUPPLEMENTARYMATERIALS

A.1 Feature Extraction Algorithm

ALGORITHM 1:Mid-level gaze feature extraction algorithm

Input: List of fixations and saccades given by F = (tstar t ,tend ,fx ,fy ) and Sacc = (xstar t ,ystar t ,xend ,yend )
Output: The number of occurrence of shape-based patterns.

Saccade_sequence = ConvertSaccadesToAtoms(Sacc);

Shape_f eatures = {StringTypes, LineTypes, CompareTypes, ScanTypes};

for each feature F in Shape_f eatures do
for each pattern P in feature F do

Count[P] = 0;

Score[P] = FindLocalMatches(P , Saccade_sequence);

if (Score[P] >Threshold then

Count[P] =Count[P] + 1;

end

end

end

ReturnPatterns = 0 ;

ElsewherePatterns = 0 ;

for each fixation Fi do
if (distance(Fi ,Fi+1) > 300) then

if (distance(Fi+1,Fi+2) < 300) || (distance(Fi ,Fi+2) < 300) then
ReturnPatterns = ReturnPatterns + 1;

else if (distance(Fi+1,Fi+2) > 300) || (distance(Fi ,Fi+2) > 300) then
ElsewherePatterns = ElsewherePatterns + 1;

end

end

Distance_f eatures = {ReturnPatterns,ElsewherePatterns};

Function FindLocalMatches (pattern,sequence)
X = pattern ;

Y = sequence ;

DeltaTable = new Table(match-score, mismatch-score, gap-penalty) ;

Score = Smith_Waterman(X ,Y ,DeltaTable) ;
return Score

end
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FunctionConvertSaccadesToAtoms (Saccades)
Saccade_sequence = [] ;

for each saccade S in Saccades do
Sacc_direction = FindDirection(S);

Sacc_lenдth = FindLength(S);

if (Sacc_lenдth < 200) then
Sacc_type = S ;

else if (Sacc_lenдth < 600) then
Sacc_type =M;

else

Sacc_type = L;

Saccade_atom = Concat(Saccade_type,Saccade_direction);
Saccade_sequence = Concat(Saccade_sequence,Saccade_atom) ;

end

return Saccade_sequence;
end
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