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Figure 1: The reference frames we compare in this study: (a) Head as the frame of reference where the spatial UI follows head
translation and rotation instantaneously. (b) HeadDelay is essentially similar to Head except it introduces a delay between the
head and target’s movements to simulate the inertia effect. (c) Path is a novel reference frame where the target floats in front
of a moving user at a fixed distance and height completely unaffected by head rotation and head translation perpendicular to
the direction of locomotion. (d) World where the target is placed at a fixed height at the opposite side of the virtual track and is
stationary relative to it.

ABSTRACT
Spatial interaction relies on fast and accurate visual acquisition.
In this work, we analyse how visual acquisition and tracking of
targets presented in a head-mounted display is affected by the
user moving linearly at walking and jogging paces. We study four
reference frames in which targets can be presented: Head andWorld
where targets are affixed relative to the head and environment,
respectively; HeadDelay where targets are presented in the head
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coordinate system but follow head movement with a delay, and
novel Pathwhere targets remain at fixed distance in front of the user,
in the direction of their movement. Results of our study in virtual
reality demonstrate that the more stable the target is relative to
the environment, the faster and more precise it can be fixated. The
results have practical significance as head-mounted displays enable
interaction during mobility, and in particular when eye tracking is
considered as input.
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1 INTRODUCTION
Head-mounted displays (HMDs) facilitate interactionwith extended
reality (XR) without users needing to stop in their tracks. This en-
ables many use cases, such as a technician wearing augmented
reality (AR) headset and approaching a machine on which a virtual
marker indicates a fault, or a player of a location-based virtual
reality (VR) shooter game looking at their in-game health on a
heads-up display, as well as walking meetings [6], attending noti-
fications [33] and maps [11], interacting with a shopping list in a
supermarket [1], and reading [54]. Such interactions rely on gaze,
to fixate on targets for a sufficient time to process visual feedback.
As spatial input relies on visual guidance, gaze itself can be effective
for pointing to assist with target selection [48, 49], and eye-tracking
is increasingly integrated as input with HMDs [50, 51, 69]. How-
ever, literature suggests that reading and pointing performance on
mobile devices decreases when users are in motion [4, 36, 56]. In
this work, we study how movement impacts gaze, and analyse the
acquisition of targets and the accuracy with which fixations are
maintained during linear locomotion. This is fundamental to any
visual interaction in HMDs, even when the eyes are not tracked as
input.

Objects in spatial user interfaces (UIs) can be presented in differ-
ent reference frames. A well-known dichotomy is to present objects
as fixed in the world versus fixed in the HMD but reference frames
can be more nuanced. In this work we consider World and Head,
and additionally HeadDelay and Path (Figure 1). We use HeadDelay
as short for head-referenced target presentation with a delay that
simulates inertia. HeadDelay has not been studied in the litera-
ture but is recommended in the HMD interface guidelines [30]. We
further introduce Path as a novel reference frame where targets
are placed at fixed distance and height in front of the user, in the
direction of their locomotion, and unaffected by head rotation or
lateral translation.

We compared the four reference frames in two related experi-
ments conducted in VR. Participants were asked to track a target
located within the headset’s field of view (FoV) with their eyes while
moving back and forth on an obstacle-free linear track in a virtual
environment aligned with its physical counterpart. Our motivation
for using VR in the study was to provide the participants with a
minimalistic environment that would allow for safe movement but
at the same time bring the number of visual features down to a
minimum, so not to interfere with the target acquisition task. We
studied movement at walking and jogging paces with standing still
as a baseline condition. In the first experiment, targets were pre-
sented at 1m in front of the users, in the Head, HeadDelay and Path

conditions, while in the World condition the targets were places at
the opposite side of the 5m track. In the second experiment, targets
in these three reference frames were presented at 3.3m distance as
the average at which targets were fixated in the World condition.

The study revealed that both target acquisition time and preci-
sion of tracking fixation are predicated on the relative movement of
the target to the person’s head. On the move, acquisition time rises
and precision worsens when the target is rigidly affixed to head
(Head), or when its relative movement is less predictable (Head-
Delay). Conversely, acquisition is faster and precision improves
depending on how stable the target is relative to the environment
(World), specifically in a plane perpendicular to the direction of
movement (Path). Trueness1 was also affected by the movement
pace, while the effect of reference frame on trueness is more nu-
anced. Distance to the target only had a minute effect on precision.
Our results have practical relevance for any visual interaction in
HMDs and especially when gaze is used as input modality.

This work contributes to understanding of gaze performance
during locomotion and informs interaction design for spatial appli-
cations on the go:
• Movement pace has a detrimental effect on both speed with
which a person can acquire an object and stability of tracking
fixation.

• Choice of reference frame makes a difference. Relative stability
of targets in the environment aids acquisition and tracking, while
fixation in the HMD, even with inertia, worsens performance.

• The proposed Path reference frame may provide an alternative
that combines the mobility of Head reference frames with the
stability of World.

2 RELATEDWORK
According to the recent studies [44, 64], 26% of people use their
mobile devices on the go for eyes-busy mobile interaction, such
as social networking, watching videos, and texting. Studies with
mobile touchscreen devices have shown that reading and input
performance is compromised by locomotion [2, 56]. Walking inter-
action with HMDs has been investigated with VR and AR studies
on the treadmill [34, 36]. Li et al. found that users performed worse
in raycasting while walking compared to standing, but relatively
better with world-fixed than head-fixed targets, suggesting the dif-
ference may be due to proprioception. Closest to our work, Borg et
al. studied reading in head versus world reference frames during lin-
ear locomotion, finding performance lower for head [4]. Their work
is insightful as it explains the effect of stabilisation mechanisms
in human vision that compensate for head movement but become
undermined when the target the person is fixating on moves with
their head.

2.1 Gaze During Locomotion
Gaze has been long considered as modality for input and inter-
action [23] but only recently started to be considered in contexts
where the user is not stationary. Kapp et al. studied the accuracy
of HoloLens 2’s eye tracker in the context of tracking head-affixed
targets located at distances of 0.5-4m from the user during linear

1In literature also referred “accuracy”. Here, we follow terminology of accuracy as
aggregate quality measure composed of “trueness” and “precision”.
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locomotion. They found that the bigger the distance, the better
the tracking fixation trueness, while there was no significant effect
on precision [24]. The study also demonstrated that both true-
ness and precision is, predictably, higher while resting than while
walking. With the introduction of headsets such as HoloLens 2,
Meta Quest Pro, and Apple Vision Pro, the XR industry has started
adopting eye gaze-based interaction techniques proposed by HCI
researchers [53], such as Gaze&Dwell [23, 59] and Gaze+Pinch [50].
Gaze also has utility as an implicit input, for example to ensure that
visual augmentations do not obstruct the view of the moving person
[45, 66]. Even if gaze is not used in this capacity, efficient percep-
tion of information placed within different frames of reference is a
crucial part of interaction with HMDs on the go.

In order to reason about effect of spatial reference frames, it is
important to understand how our visual system functions on the go.
Our vision is foveal, and we move our eyes to align objects with the
small retinal region on which photoreceptors are most densely clus-
tered. The alignment needs to be maintained for a sufficient time to
gain information, which is achieved through oculomotor fixation
during which the eyes perform only small fixational movements.
However, during locomotion fixations are supported by other types
of compensatory mechanisms. When a human walks with a moder-
ate to fast speed (1.4–1.8 m/s), their head translates up and down
with an average frequency of 2 Hz, left and right with a frequency
of 1 Hz [22, 41]. The head also rotates along with the torso [21].
These head movements need to be counteracted by stabilising eye
movements to remain “on target” during a fixation, based primarily
on the vestibulo-ocular reflex (VOR). As there are also other mech-
anisms involved such as smooth pursuit eye movement, we adopt
the notion of enhanced VOR (eVOR) from Han et al. [20]. Fixations
are further overlaid by vergence eye movement, when the distance
to the target changes, characterised by movement of the eyes in op-
posite directions to maintain binocular vision. During locomotion,
a fixation is thus supported by a set of eye movements, no longer
making it a single oculomotor event. Because of that, in this work,
we adopt the notion of tracking fixation [28].

2.2 Spatial Reference Frames in Extended
Reality

The current commonly-accepted classification of UI placements
distinguishes among world, object, head, body, and device refer-
ence frames [29, section 9.5.2]. The very first positionally-tracked
AR HMD built by Ivan Sutherland and Robert Sproull in 1968 was
capable of displaying virtual objects in the world frame of reference
which would appear as floating in the mid-air [63]. As opposed
to that, Steve Mann’s VideoOrbits system could identify physical
objects such as billboards and place world-anchored information
over them [39], the concept extended to semantic alignment in the
more recent research [10]. The movable real-world objects can also
be used as reference frames. The first mention of this idea in the
literature belongs to Steve Feiner et al., who implemented the X11
window system for see-through HMDs capable of attaching 2D
windows to positionally tracked objects [13], which the authors re-
ferred to as ’world-fixed windows’ (p. 148). The similar concept was
adopted to provide passive tactile feedback while interacting with
virtual UI controls anchored to a physical tablet [57]. Modern AR

HMDs such as Magic Leap One and HoloLens 2, while technically
capable of tracking objects and images, place spatial apps within
World by default and allow their users to customize their placement
manually. World and object are also referred as exocentric reference
frames highlighting their world-centric nature [12].

Over the years, researchers have introduced multitude of refer-
ence frames that we call mobile, i.e. UI placements more suitable
for interaction on the go. The simplest — head reference frame that
is sometimes called a heads-up display (HUD) due to its similar-
ity to this type of display [58, p. 89] — is known from 1993 [13].
However, modern XR design guidelines recommend against using
head-locked content citing discomfort caused by eye strain [30, 40].
Instead, Magic Leap’s guidelines recommend using soft lock simu-
lating momentum. We adopt the technique for our comparison but
describe it as “Head with a delay” to capture how it differs from
Head reference. Other mobile reference frames — body-anchored
content according to LaViola Jr et al. [29] — include positionally-
tracked torso [35], hand2 [51], and forearm [18]. It is possible to
simulate body reference frames if the HMD is positionally tracked.
Billinghurst et al. used this approach to implement their AR confer-
encing system [3]. Recent work placed content on a fixed height
relative to the ground and allowing it to rotate horizontally fol-
lowing head yaw with a delay [26], or simply when an angular
threshold is reached [33]. The latter behaviour is implemented as
a ready-available component of Microsoft’s Mixed Reality Toolkit
(MRTK)3. Head and body are also referred as egocentric reference
frames [12]. Lastly, the device reference frame, as defined by LaVi-
ola Jr et al. [29], is relevant to handheld devices but not to HMDs,
therefore, is not considered here.

Studies comparing spatial reference frames span various con-
texts from linear locomotion studied with [4, 16] and without a
treadmill [17, 24], to curved paths with [26] and without obstacles
[35, 67], to uneven surfaces [25]. Lu et al. compared the influence
of the head and torso reference frames on the performance of two
information access tasks [35]. The study demonstrated that par-
ticipants perceive the head-referenced widgets as more usable but
somewhat cluttered. Lee & Woo got similar results, where notifica-
tions presented within the head frame of reference were found to
be more noticeable [33]. Another study found text reading harder
on a HMD (i.e. head-referenced) than on a handheld device [67].
Recent work in VR on a treadmill found that text readability is
higher with text in world reference than in head reference [16].
Interestingly, other work comparing simulated body and head ref-
erence frames did not find a significant difference in readability
in walking [26]. Other studies comparing reference frames during
locomotion were focused on visual search [17], gait performance
[25], and situational awareness [47]. We found only a single study
that explains differences between head and world reference frames
in terms of compensatory eye movements [4], which we noted
above as insightful for our purposes.

In advance over prior work, we focus fundamentally on tracking
fixations, as this underpin pointing, reading or any visual or visually
guided task. While there has been ample comparison of Head versus

2https://learn.microsoft.com/en-us/windows/mixed-reality/design/hand-menu
3https://learn.microsoft.com/en-us/windows/mixed-reality/mrtk-
unity/mrtk2/features/ux-building-blocks/solvers/solver?view=mrtkunity-2022-
05#radialview
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World reference for interaction in HMDs, we include HeadDelay
which has not previously been studied, and Path as a novel reference
frame for interaction on the go.

3 SPATIAL REFERENCE FRAME DESIGN
In this study we compared four spatial reference frames: head, head
with a delay, world, and novel path. The choice of the spatial ref-
erence frames was informed by the gaze stabilization mechanisms
that become active while tracking the target with one’s eyes on the
go. In order to better understand the involvement of those mecha-
nisms, we introduce the frames of reference along with their target
movement relative to the head. The description is based on a left-
handed coordinate system (as used in, e.g., the Unity game engine4).
The coordinate system is oriented to the right with a positive X
coordinate, up with a positive Y, and forward with a positive Z.
We discuss the four reference frames in the order that makes the
description of corresponding relative target movements the most
succinct.

Path. This reference frame denotes a novel approach where the
frame of reference translates according to the user’s walking path
by taking historical information into account. The Z and X axes of
this reference frame lay within the ground plane and the Y axis is
oriented upwards (Figure 1c). The origin moves along a predicted
path and always stays in the middle of it effectively ignoring lateral
oscillation of the person’s head. The translation along the path
is synchronised with the head position one-to-one. Within this
reference frame the target is affixed at a constant distance from
the user (the Z coordinate) and height above the ground (the Y
coordinate). Since the origin translates along the track with the
user’s head, the target always stays at the same distance from them.

In case of a motion along a linear track, the predicted path coin-
cides with the track and the Z axis of the reference frame is oriented
towards the locomotion direction. In case of free-form locomotion,
the direction of the person’s movement can be identified by extrap-
olating the headsets’ trajectory. This way, whenever the person
turns, it would seem to them that the UI movement anticipates
the user’s path. When not moving, the UI would not rotate in re-
sponse to the person turning around. Only after a certain velocity
threshold has been reached would the frame of reference orient
itself according to the predicted direction of movement.

From the perspective of a moving user, the target exhibits a
complex repetitive movement comprised of sinusoidal horizontal
and vertical oscillations caused by head translation (Figure 2a) —
the type of movements the eVOR is effective at compensating. The
amplitude of these oscillations is affected by two factors — the
movement pace and the distance to the target — both factors that
are covered in the current study.

World. The origin of this reference frame stays still relative to the
surrounding environment and, similarly to Path, is located on the
ground plane (Figure 1d). The target within this coordinate system
is located at a fixed height. In our study, the targets were placed
at the opposite side of the virtual track. From a moving observer’s
perspective, the target placed to the side of the track, i.e. not directly
in front of the observer, exhibits the same movement as in Path plus

4https://docs.unity3d.com/Manual/QuaternionAndEulerRotationsInUnity.html

(a) Path (b) World

(c) Head (d) HeadDelay

Figure 2: First-person view of the target movement relative
to the person’s head for the four reference frames.

an additional component originating from the constantly decreasing
distance between the person’s head and the target. This component
from is perceived as if the target is trying to leave the person’s FoV
(Figure 2b). Thus, in addition to eVOR, in this reference frame, the
person’s eyes converge the closer the person is to the target.

Head. The head frame of reference’s origin coincides with the head
position while its orientation follows the head rotation (Figure 1a).
In this reference frame the targets are located in front of the user at
a specified distance (the Z coordinate). From the user’s standpoint,
the target does not move at all (Figure 2c). However, as previous
studies have suggested [4], even then the eVOR is still active.

HeadDelay. This reference frame is similar to Head except it intro-
duces a delay between head and the coordinate system’s translation
and rotation (Figure 1b). The delay is implemented as recommended
by [30] with one exception: the translational delay along the Z axis
was suppressed to avoid the targets getting closer or further from
the user during the changes in walking speed which effectively
let us keep the targets at a specified distance similar to Head (see
Appendix A for more detail). From the perspective of a moving
observer, the target exhibits the same movement as in Path plus an
additional component caused by the delay itself (Figure 2d). The
former implies that the eVOR will still help with stabilizing gaze
on the target in this frame of reference, while the latter, since the
target exhibits less predictable self-motion, that the contribution of
the smooth pursuit eye movement should increase.

Lastly, the head gaze of a walking person usually fixates around
one point in front of the person [41]. The two head reference frames
differ from Path and World in one crucial regard: the latter two
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allow turning the head towards the target if the user so desires.
This is especially useful if the target is located further from the
head fixation position because in this case people tend to involve
the head and even the torso while acquiring such targets [60].

4 STUDY
In the current study, we examine the gaze behaviour of healthy
individuals who were tasked to track virtual targets with their
eyes during physical movement along a linear obstacle-free track
while wearing a VR headset. The study is designed to address the
following questions:
1. How does movement pace affect target acquisition time and

tracking fixation accuracy?
2. How do the spatial reference frames compare among each other?
3. Does the possibility of voluntary head movement in the Path and

World reference frames affect target acquisition in a different
way?

4. Do target acquisition time and tracking fixation accuracy depend
on the distance to the target?

5. How easy do the participants find the task of fixating the targets
on the go?
We conducted two experiments that had an identical within-

subject 3×4×4×2 factorial design with the factors being:
• Movement: 0 steps/min (Standing), 90 steps/min (Walking), 130
steps/min (Jogging)

• Reference Frame: Head, HeadDelay, Path, World
• Gaze Direction: North (N), South (S), East (E), West (W)
• Gaze Angle: 10° (Inner), 20° (Outer)
We varied the distance to the targets between the two experiments.
We conducted the first experiment by placing the targets within
the Head, HeadDelay, and Path reference frames closer to the par-
ticipant, i.e. at a distance of 1m, where the effect of eVOR is more
pronounced. Considering the nature of the World reference frame,
however, within it we kept the 1m distance only for the Standing
condition. For Walking and Jogging, the targets were always placed
at the opposite end of the 5m track so that the participant would
not reach them while moving toward them. After the first exper-
iment was finished, we calculated the average distance from the
participant to the target for the World reference frame. This calcu-
lation gave us 3m for Jogging and 3.6m for Walking and allowed
us to inform the design of the second experiment. In the second
experiment, to approximate the distance among all four reference
frames during physical movement, we placed the targets at the
distance of 3.3m — the average between the two numbers above.

4.1 HMD-administered Task
With this study, our goal was to simulate the acquisition of spatial UI
controls, such as buttons, checkboxes, sliders, etc., with one’s eyes.
For that, we devised a task that is loosely based on the procedure
that is used to measure the spatial accuracy of eye trackers (see5
for an example). We intentionally diverged from the continuous
tracking of a series of targets to a shorter task that can be repeated
every time the participant is going from one end of the 5m track to

5https://www.tobii.com/resource-center/reports-and-papers/eye-tracking-
performance-assessment

another. Our HMD-administered task starts with the participant
looking at the circular target located in the centre of the headset’s
FoV (Figure 3a), which we call the resting point. After looking at it
for 0.7 s, the target disappears from the centre and instantaneously
reappears at the periphery (Figure 3b). This signifies the beginning
of a trial. During the Walking and Jogging conditions, a random
seed that spans the range of two steps is added to the time to balance
target acquisition in different phases of walking. The participant is
tasked with following the target with their eyes and, after acquiring
the target, keep fixating on it until they hear a confirmation sound
which is played 1.2 s after the acquisition. The sound signifies the
end of the current trial. At that moment, the target reappears in the
centre, the participant acquires it, and the procedure restarts. For
non-stationary conditions that means that the participant acquires
one target at the periphery per one go, and their task is to move
back and forth along the track until they are done with all targets.

Each target is displayed as a white circle with a black dot in
the centre with the diameter of 1/6 of the outer circle. For Head,
HeadDelay, and Path, each target keeps a fixed angular size of 2◦
regardless of the distance. However, for World the target maintains
the same physical size which is equivalent to the angular size of
2◦ at the moment when the target jumps from the centre to the
periphery. We took this approach to imitate the spatial UI of a fixed
size that the person approaches.

4.2 Independent Variables
Movement. We used a metronome sound to synchronise the step
frequency among the participants, similarly to other studies that in-
volve uninstrumented locomotion [42]. The upper limit for jogging
is 140 steps per minute (the pace above this number is considered
running) [72], while brisk walking pace is considered to be 100
steps per minute [52]. We decided on values 10 steps per minute
lower than these limits. Therefore, the levels of Movement are as
follows: standing (0 beats per minute or no metronome sound),
walking (90 beats per minute), and jogging (130 beats per minute).
Post-hoc analysis demonstrated low standard deviations for both
walking and jogging — 93.17 steps/min (𝑆𝐷=5.07) and 134.26 step-
s/min (𝑆𝐷=4.89), respectively — that indicates that the participants
closely followed the set pace.

Reference Frame. The targets were located within three mo-
bile (Head, HeadDelay, Path), and one stationary reference frame
(World) which we consider a baseline. All the reference frames are
described in detail in section 3.

Gaze Direction. To cover different directions in which gaze can
move in a UI, we studied acquisition of targets located in four
cardinal directions relative to the resting point: north, south, east,
or west (Figure 3c).

Gaze Angle. We varied the visual angle between the resting point
and the final target position. We were interested in comparing
the reference frames that allow voluntary head rotation (Path and
World) with those that do not (Head and HeadDelay) in cases where
the target is below and above the angular threshold comfortably
reachable by the eyes only (15° according to [60]). Thus, we chose
10◦ and 20◦ for Inner and Outer targets, respectively (Figure 3c).
The participants were allowed to decide for themselves whether to
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(a) (b) (c)

Figure 3: Representation of the target tracking task: the target moves instantaneously from the centre of the participant’s FoV
(a) to the periphery (b), in this case to the North. (c) illustrates all target positions.

rotate their head towards the target or not because we were moti-
vated to observe natural target acquisition behaviour. All targets
were placed at the same distance from the observer (Figure 4).

12 conditions (4 Reference Frames × 3 levels of Movement) were
counterbalanced among participants using the balanced Latin Square6.
The order of Gaze Angle and Gaze Direction was randomised. How-
ever, to avoid jumping from one gaze angle to another, we first
randomised the order of Gaze Angles and then, within each Gaze
Angle, the order of Gaze Directions.

4.3 Study Setup
4.3.1 Equipment & Study Environment. We used an HTC Vive Pro
Eye VR headset with a built-in Tobii eye tracker connected to a
tower PC with the AMD Ryzen 5 5600X CPU, Gigabyte GeForce
RTX 3070Ti GPU, and 32GB of RAM which is well above the rec-
ommended PC requirements7 for the headset. We used a tethered
setup to firstly, avoid introducing an additional delay in data trans-
fer between the headset and the PC, and secondly, to minimise
slippage by using the cable as a counterweight for the front-heavy
headset.

The study was conducted in a quiet, well-lit room, part of which
was equipped to accommodate an 8m long and 3.2m wide obstacle-
free walking area. To ensure seamless positional tracking across
the area, four Vive Lighthouse base stations were mounted to a
ramp at the height of 2.2-2.4m. At least two of the four base stations
maintained a direct view of the headset at all times during physical
movement.

4.3.2 Prototype. A prototype was created using Unity 2021.3.8f
LTS. Within it, we created a virtual environment that represents
a simplified replica of the physical study room with 3D geomet-
ric primitives (Figure 5). The environment was aligned with the
physical space one-to-one. The 0.7m wide and 5m long virtual track
represented by two lines on the floor was located symmetrically
6https://cs.uwaterloo.ca/ dmasson/tools/latin_square/
7https://www.vive.com/eu/support/vive-pro-eye/category_howto/what-are-the-
system-requirements.html

relative to a real-world position of the PC so that participants could
freely reach both ends of the track without overextending the VR
headset’s cable. The track had 1m wide empty safe space on the
sides and 1.5m wide space at both ends.

During each trial we continuously gathered data about the po-
sition and rotation of the participant’s eyes and head. We turned
off the built-in filtering mechanism of the eye tracker to gather
raw data. The eye tracking data was sampled at 120Hz via SRanipal
API8 and fused with the head pose we got from the Lighthouse
positional tracking system directly via the OpenVR plugin (i.e. by
calling openvr_api.dll from C# bypassing Unity XR API).

4.4 Participants
We recruited 36 able-bodied participants (11 women), 24 for the
first experiment and 12 for the second, aged 22-37 (M = 28; SD =
3.8). Participation in the study was voluntary and did not imply
any monetary reward.

4.5 Procedure
Every study session began with a participant reading and signing
an informed consent form and a GDPR-related form informing
them about processing of their personal data, followed by filling in
a demographics questionnaire. Then the participant would be given
a brief summary of the study, including initial guidance on the
task, and instructed on how to ensure the headset’s fit and visual
clarity. The participants were also instructed to put cable aside with
one hand before starting to walk or jog and to follow a visual cue
located at both ends of the track which suggested the appropriate
direction of turning (the arrows on the floor, see Figure 5). To make
participants feel more safe in the virtual environment, after putting
on and fitting the headset, every participant was given a chance to
freely walk around the room and touch virtual walls to reassure
them that they coincide with physical ones.

8https://developer.vive.com/resources/vive-sense/eye-and-facial-tracking-
sdk/overview/

https://developer.vive.com/resources/vive-sense/eye-and-facial-tracking-sdk/overview/
https://developer.vive.com/resources/vive-sense/eye-and-facial-tracking-sdk/overview/
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Figure 4: Top view (a) and a view from the side (b) of a participant walking along the track with the targets in the path reference
frame. All targets are on to illustrate their relative position. In a real experiment the participant would see only one target at a
time.

Figure 5: A virtual replica of the room where the study was conducted that represents a configuration of the physical space, as
virtual and physical objects were aligned one-to-one.

Regardless of the order of the experimental conditions, the study
would begin with a training of the target acquisition task in the sta-
tionary condition when a participant would be instructed to look at
the targets as they would normally do, and minimize blinking while
fixating the target after it reappears at the periphery. The training
of walking and jogging to the sound of a metronome without the
targets present would commence right before the first walking and
jogging conditions, respectively. Shorter retraining with no targets
was conducted every time when the condition would change from
walking to jogging or the other way around, because during pilots

we noticed that some participants are having troubles switching
between the rhythms. Every one out of 12 conditions would start
with a training. The training was shorter towards the end of the
study and could consist of a single run (i.e., one target) with the
specified reference frame and the rhythm. Eye tracking calibration
was ran before every condition. For each condition, we maintained
a queue of target locations. Whenever a trial failed, it would be
sent to the end of the queue. To ensure that the task is completed
accurately, the conditions of failure include the gaze dropping off
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the target more than a set threshold for 3 frames in a row, the par-
ticipant stopping in the middle of a trial, or walking outside of the
track width. Furthermore, a moderator could mark a trial as failed
if, for example, they noticed that the participant did not maintain
the set pace.

Participants were informed that they could ask to take a break
at any time they desired. However, if they did not, a single planned
break was conducted halfway through the 12 conditions. After fin-
ishing all 12, the participant was invited to fill in the final question-
naire asking them to compare reference frames among themselves.
After that the debriefing would commence and the participant was
given their copies of the documents they signed at the beginning.
The experimental session took 1.5 hours on average.

4.6 Dependent Variables
In this study, we use target acquisition time to characterize acqui-
sition speed, and trueness and precision to characterize tracking
fixation accuracy, as measures widely used in literature [14, 24].
Before defining them, it is important to note that we consider track-
ing fixation precision a measure of how stable gaze fixates on the
object of interest, similar to the retinal slip used elsewhere [4]. This
means that the results described below pertaining to precision af-
fect such activities of an HMD user as reading text or looking for a
UI control within a spatial interface, even if it is not controlled by
gaze, studying information presented graphically, etc. At the same
time, the combination of tracking fixation trueness and precision,
and target acquisition time can help characterize the performance
of gaze when used as input.

4.6.1 Target Acquisition Time. We define target acquisition time
as the time required for gaze to settle on the target. A typical
trial consists of three phases (Figure 6a): (1) The participant keeps
looking at the resting point “by inertia”. Note that 0ms in every
trial represents the moment when the target moves from the center
of the FoV to the periphery. The length of this period is mainly
determined by individual reaction time. (2) A series of gaze shifts
when the participant acquires the target with their eyes which can
be as short as the time needed for a single saccade. (3) Tracking
fixation which on the go consists of pursuit and vestibulo-ocular
eye movements combined to various degrees depending on the
reference frame. In the stationary condition, this period consists
mostly of oculomotor fixation.We define borders among these three
regions as the beginning of the first and the end of the last gaze
shift. Thus, the target acquisition time is the time passed from the
moment the target moved to the periphery until the end of the last
saccade.

To identify saccades during locomotion we used the algorithm
from [62] which is based on simultaneously applying the thresh-
olds for angular gaze velocity (> 240 deg/s) and acceleration (>
3000 deg/s2). However, before employing this algorithm we filtered
data using a 9-point wide median filter (75 ms delay at 120Hz) to
remove smaller jumps in the gaze data as recommended by [46].
The beginnings and ends of saccades were identified as the frames
before and after the angular acceleration local maxima and minima
respectively, as described in [7, p. 12]. The last thing we did to
calculate the target acquisition time is we capped the period within

which we looked for saccade endings by 700ms which contains
91.3% of all identified gaze shifts as another outlier removal step.

4.6.2 Tracking Fixation Precision. We define precision as the close-
ness of measured values to each other according to [15] and use the
standard deviation of angular differences between the mean gaze di-
rection and each data point starting from the end of the last gaze shift
until the end of a trial as a measure of tracking fixation precision:

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =

√√√
1

𝑁 − 1

𝑁∑︁
𝑖=1

(𝑔𝑖∠𝑔)2 (1)

where 𝑔𝑖 = (𝑥𝑖 , 𝑦𝑖 , 𝑧𝑖 ) is the i-th gaze direction, 𝑔 is the mean gaze
direction, i.e. 𝑔 = 1

𝑁

∑𝑁
𝑖=1 𝑔𝑖 , while ∠ denotes an angle between two

vectors. We performed the calculation of precision within a con-
structed coordinate system known as the target forward coordinate
system [27]. The coordinate system’s origin coincides with the gaze
origin, and is always oriented towards the current target, allowing
us to account for the target’s movement relative to the head.

4.6.3 Tracking Fixation Trueness. We define trueness (a.k.a. spatial
accuracy) according to [15] as the closeness of the average of mea-
sured values to the reference value, which in our case is the target
position, and calculate it as an angle between the vector from the
gaze origin to the target and the mean gaze direction computed on a
set of data points starting from the end of the last gaze shift until the
end of a trial, as follows:

𝑡𝑟𝑢𝑒𝑛𝑒𝑠𝑠 = 𝑔∠𝑡 ′ (2)

where 𝑔 is the mean gaze direction, 𝑡 ′ is the vector from the gaze
origin to the target, ∠ denotes an angle between two vectors. We
calculated trueness within the same constructed coordinate system
as we do the precision, therefore, 𝑡 ′ is always equal to (0, 0, 1). It is
important to note that we calculated both trueness and precision
on raw gaze data with outliers removed as described in the next
section.

4.6.4 Subjective Assessment. We asked the participants to rate ref-
erence frames on a 7-point Likert scale against the following crite-
ria: Ease of gaze pointing; Ease of movement; Single Ease Question
(SEQ) [55].

4.7 Results
All data was pre-processed before analysis. Only successful trials
were used, i.e. 3,448 trials in total (3 movement paces × 4 reference
frames × 4 gaze directions × 2 gaze angles × 36 participants). Within
each trial, data points marked by the eye tracker as ’Invalid’ at least
for one eye along with 5 data points before and after flags were
removed. We did not interpolate the resulting gaps due to occa-
sional long gaps of missing data. Local (eyes-in-head) combined
gaze direction and origin were calculated from the gaze directions
and origins of the left and right eyes. The data in the local coordi-
nate system was converted to a global one (eyes-in-world) using
the known head pose. One of the 432 total conditions was missing,
i.e. 8 trials. We used winsorization to fill in the values, i.e. the maxi-
mum or minimum values over all participants for each dependent
variable.
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(a) (b)

Figure 6: The plot to the left (a) represents how far the gaze is from the target depending on time. The vertical lines are the
beginning of the first and the end of the second and last gaze shift. The plot to the right (b) represents a scanpath for the same
trial. The first tracking fixation occurs during the second period while the second fixation during the third as it is shown on the
plot (a).

Outliers were removed using the threshold detection algorithm
described in [62, Section 3E]. The only difference from this algo-
rithm was that we would merge outliers if the gap between the two
consecutive ones would be less than or equal to 3 frames (25ms at
120Hz). Angular velocity and acceleration were calculated using
the eyes-in-world data as recommended by [7, Eq. 13]. The thresh-
old value of 750 deg/sec for the highest possible velocity of a gaze
shift was taken from [8], while the value of 75 000 deg/sec2 for
acceleration was calculated from the velocity threshold similar to
[62]. The resulting gaps would be linearly interpolated.

The analysis for the main experiment was performed employing
a 4-way repeated measures ANOVA (𝛼 = .05) using Movement,
Reference Frame, Gaze Angle, Gaze Direction as within-subject fac-
tors. We used the aligned rank transform [9, 70] on all continuous
variables that according to the Shapiro-Wilk test were not normally
distributed within most of the conditions. Whenever the assump-
tion of sphericity was violated, we applied the Greenhouse-Geisser
correction. Bonferroni-corrected pairwise comparisons were used
when applicable.

After the second experiment, we combined the data from all 36
participants to investigate the effect of distance between the two
studies. Therefore, we treated Distance as an additional independent
variable and analyzed the data using a 5-way mixed ANOVA using
Movement, Reference Frame, Gaze Angle, Gaze Direction as within-
subject factors and Distance as a between-subject factor. Regarding
the effects of the first within-subject factors, the results reiterated
the results of the first study (Table 1). Friedman tests were used
to analyze subjective factors within Reference Frames. Conover’s
post-hoc tests were employed when applicable. A Kruskal-Wallis
test was used to analyze Distance as a between-subject factor. Below
we report on the effects that are relevant to the study’s research

questions (Table 1). The results for other effects can be found in the
supplementary material.

RQ1. How does movement pace affect target acquisition time and
tracking fixation accuracy? Our results showed that Movement has
a detrimental effect on all dependent variables in various degrees.
While acquisition time is affected by Movement, we did not find a
significant difference betweenWalking and Jogging (𝑝=.538). It took
243ms (SD=73) to stabilize gaze on the target while standing, and
275s (SD=97.4) on average while moving (𝑝<.001). Trueness deteri-
orated at a higher pace, starting at 1.01±0.76° for Standing, which
corresponds to the value provided by the manufacturer (between
0.5 and 1.1°9), followed by 1.13±0.86° for Walking, and 1.31±0.91° for
Jogging. Precision decreased substantially when the pace increased
— Standing (0.6±0.45°), Walking (0.9±0.42°), and Jogging (1.41±0.69°),
all being significantly different (𝑝<.001).

RQ2. How do the spatial reference frames compare among each other?
Reference Frame was significant for both target acquisition time
and tracking fixation accuracy. For the former, HeadDelay, Path,
and World showed no significant differences (257.92±84.37ms on
average), while Head took longer at 283.34±107.16ms (𝑝<.001). Fig-
ure 7 showcases the different behaviors: 1) the time distribution for
Head has a thicker tail, 2) the later peak for Head indicates a higher
probability of at least one follow-up gaze shift (see Figure 6a). True-
ness was least affected by Reference Frame with Head (1.23±0.88°)
and World (1.06±0.83°) being the only significantly different pair
(𝑝=.004), while the rest occupied the space between them. For pre-
cision, no significant difference was revealed for Path and World
(𝑝=.093). Their precision of 0.83±0.54° (combined) was followed

9https://developer.vive.com/eu/support/sdk/category_howto/trackable-field-of-
view.html
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Table 1: Statistical analysis of the effects that are relevant to the study’s research questions.

24 Participants 36 Participants
Variable ANOVA Variable ANOVA

Effect F-value p 𝜂2𝑝 Effect F-value p 𝜂2𝑝
Acquisition Time M F(2, 46)=27.811 <.001 .547 Acquisition Time M F(2, 68)=48.988 <.001 .59

RF F(3, 69)=20.804 <.001 .475 RF F(3, 102)=25.114 <.001 .425
GA F(1, 23)=145.151 <.001 .863 GA F(1, 34)=165.155 <.001 .829
M×RF F(6, 138)=10.298 <.001 .309 D F(1, 34)=1.584 .217 .045
RF×GA F(3, 69)=3.294 .026 .125 M×RF F(6, 204)=12.724 <.001 .272

Trueness M F(2, 46)=16.526 <.001 .418 RF×GA F(2.352, 79.975)=6.063 .002 .151
RF F(3, 69)=4.339 .007 .159 D×RF F(3, 102)=1.035 .38 .03
GA F(1, 23)=46.677 <.001 .67 Trueness M F(2, 68)=26.699 <.001 .44
M×RF F(6, 138)=2.256 .042 .089 RF F(3, 102)=5.505 .002 .139
RF×GA F(3, 69)=0.848 .472 .036 GA F(1, 34)=56.295 <.001 .623

Precision M F(1.61, 37.022)=295.34 <.001 .928 D F(1, 34)=0.379 .542 .011
RF F(3, 69)=89.294 <.001 .795 M×RF F(6, 204)=2.191 .045 .061
GA F(1, 23)=106.353 <.001 .822 RF×GA F(3, 102)=1.37 .256 .039
M×RF F(6, 138)=41.351 <.001 .643 D×RF F(3, 102)=0.142 .934 .004
RF×GA F(3, 69)=1.286 .286 .053 Precision M F(2, 68)=432.318 <.001 .927

36 participants, Subjective Assessment RF F(2.204, 74.923)=171.478 <.001 .835
Variable Non-parametric Tests GA F(1, 34)=177.727 <.001 .839

Effect 𝜒2 p D F(1, 34)=1.209 .279 .034
Ease of Gaze Pointing RF 𝜒2 (3)=0.106 .01 - M×RF F(4.677, 159.016)=78.77 <.001 .699

D 𝜒2 (1)=1.197 .274 - RF×GA F(3, 102)=.934 .427 .027
Ease of Movement RF 𝜒2 (3)=0.105 .01 - D×RF F(2.13, 72.422)=8.407 <.001 .198

D 𝜒2 (1)=9.906 .002 -
SEQ RF 𝜒2 (3)=0.124 .004 -

D 𝜒2 (1)=0.014 .905 -

by HeadDelay (1.01±0.59°), and finally, Head (1.21±0.75°), all being
significantly different among each other (𝑝<.001). Notably, neither
in terms of trueness, nor precision, Path did not differ from World.
This can indicate that vergence does not affect the tracking fixation
accuracy as was previously thought [24].

Diving deeper into the differences, we found the Movement×
Reference Frame interaction to be significant for acquisition time.
As shown in Figure 8a, the difference mainly stems from gaze taking
longer to settle on the targets within Head on the move than within
the other reference frames. Notably, Path is the only frame of refer-
ence that does not differ across any of movement levels. Similarly,
we found a significant Movement×Reference Frame interaction for
trueness (Figure 8b). The interaction effect mainly originates from
tracking fixation being less true during Jogging than during Stand-
ing for Head (𝑝=.001) and Path (𝑝=.003). We also found a significant
Movement×Reference Frame interaction for precision (Figure 8c).
Post-hoc tests revealed no significant differences among the four
reference frames in the Standing condition (0.6±0.45° on average).
ForWalking, the reference frames with the highest precision — Path
and World — did not differ from each other (𝑝=1.0). For Jogging,
only Head and HeadDelay that showed the lowest performance
were not significantly different (𝑝=.495).

Precision deteriorating faster with higher pace for both head
reference frames than for Path and World can be explained by the
effect of eVOR. To test this conjecture, we calculated the correlation
between eye-in-head and head-in-world rotations during tracking
fixation in horizontal and vertical planes separately. To avoid the
effects of voluntary head rotation common to Path andWorld, when

analyzing the correlation in horizontal plane (yaw) we excluded
the targets E and W. Respectively, we excluded N and S, when
conducting calculations for the vertical plane (pitch). As can be
seen in Table 2, the existence of negative correlation during both
walking and jogging indicates that eVOR is present regardless of the
reference frame. The vertical and lateral head oscillations caused by
natural locomotion are compensated by it within Path and World,
while within Head, where the lowest precision can be reached by
minimizing eye movement, the same eVOR ‘swings’ gaze around
the target negatively affects tracking fixation precision. Within
HeadDelay, where the target exhibits both the repetitive movement
predicated on the head oscillation and the movement caused by the
delay itself (Figure 2d), the effect of eVOR is diminished, however,
as opposed to Head, it still works towards stabilizing gaze on the
target. Thus, the HeadDelay results for precision are in between
Head and Path/World. Trueness, as our results indicate, is less
affected by eVOR because gaze oscillations affect the averaged gaze
less (Equation 2).

RQ3. Does the possibility of voluntary head movement in the Path and
World reference frames affect target acquisition in a different way?
The Reference Frame×Gaze Angle interaction characterizes the
effect of voluntary head movement. We found that the interaction
for target acquisition time was significant (Figure 9a). It is mostly
based on the fact that the further the target from the resting point,
the closer HeadDelay is getting to Head: Δ28ms for Inner (p < 0.001)
vs. Δ17ms for the Outer targets (p = 0.14). For Path and World, the
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(a) (b)

Figure 7: Distribution of the target acquisition time for the Head (a) and Path (b) reference frames.

(a) (b) (c)

Figure 8: Mean acquisition time (a), trueness (b), and precision (c) for four Reference Frames depending on Movement. Error
bars indicate 95% confidence intervals.

Table 2: Correlation between head and eye movements in horizontal (yaw) and vertical (pitch) planes. The first number
represents mean Pearson’s correlation coefficient for each condition, the second — standard deviation.

Horizontal Vertical
Head HeadDelay Path World Head HeadDelay Path World

Walking -0.399±0.233 -0.433±0.313 -0.441±0.301 -0.775±0.182 -0.578±0.16 -0.515±0.218 -0.615±0.2 -0.762±0.127
Jogging -0.518±0.177 -0.75±0.199 -0.735±0.181 -0.856±0.081 -0.425±0.172 -0.376±0.25 -0.526±0.269 -0.644±0.302

acquisition time increases similarly to Head, which indicates that
head movement supporting a saccade in these reference frames
did not have an effect on acquisition speed. Moreover, we did not
find Reference Frame×Gaze Angle interaction to be significant for
both trueness and precision, which is puzzling. One would assume
that the deterioration of tracking fixation accuracy for the Outer
targets would be less pronounced because the participant was able
to move the target closer to the FoV center by turning their head

where both trueness and precision are higher [61], while for both
head reference frames the difference between the Inner and Outer
targets should be significant. One possible explanation for this is
that not all participants used this possibility, which according to our
data is true for Standing but not for on the go conditions. Thus, we
conducted an additional analysis having the data for the stationary
condition excluded for all reference frames. Even then, the ART RM-
ANOVA did not reveal a significant Reference Frame×Gaze Angle
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(a) (b)

Figure 9: Mean acquisition time for the four Reference Frames depending on Gaze Angle (a) and mean precision for the four
Reference Frames depending on Distance (b). Error bars indicate 95% confidence intervals.

Figure 10: Boxplots depicting median values, interquartile ranges (the 25th and 75th percentiles), and minima/maxima of the
responses on the Single Ease Question and questions about ease of eye gaze pointing and physical movement.

interaction for both the trueness (𝐹3,99=.29, 𝑝=.835) and precision
(𝐹3,99=.72, 𝑝=.542).

The collected data indicates that acquiring the Inner targets
takes 245.88±80.43ms, as opposed to the Outer targets that take
282.67±97.54ms to acquire (𝑝<.001). Fixating the Inner targets was
also more accurate, i.e. 0.32° more true for Inner (0.99±0.64°) than
for Outer (1.31±0.99°), and 0.2° more precise for Inner (0.87±0.59°)
than for Outer (1.07±0.66°). However, the former says more about
the longer saccades taking more time to land, while the latter about
the characteristics of the built-in eye tracker in the HTC Vive Pro
Eye. Thus, no matter the reference frame, acquisition of the Outer
targets takes more time, and the following tracking fixation is less
accurate.

RQ4. Do target acquisition time and tracking fixation accuracy depend
on the distance to the target? We found a significant interaction
effect of Reference Frame×Distance only on precision (Figure 9b).
This interaction mainly originates from HeadDelay at 3.3m not

being significantly different from Path and World at 1m, while the
same HeadDelay at 1m differs from Path and World at 1m (𝑝<.001).
We did not find Distance to be significant for any of the dependent
variables, indicating that neither acquisition speed, nor accuracy
are dependent on the distance to the target.

RQ5. How easy do the participants find the task of fixating the targets
on the go? The participants perceived both tracking targets with
their eyes and moving physically to be easier with Path and World
than with Head, while HeadDelay occupies the middle ground. In
particular, gaze pointing (Figure 10, left) with Head was perceived as
significantly more difficult than HeadDelay (𝑝=.018), Path (𝑝=.032),
and World (𝑝=.006). 11 out of 36 participants mentioned that the
targets within the Head reference frame felt too jumpy, nine partic-
ipants said the same about HeadDelay, and only two about Path.
Eight participants specified that World felt stable, while seven par-
ticipants mentioned the same about Path. Interestingly, 13 out of
36 participants mentioned that it is harder to track targets within
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Table 3: Time in milliseconds when gaze settles on the target.
The numbers below are equal to the 95th percentile of target
acquisition times for different conditions.

Head HeadDelay Path World
Standing 294 277 270 289
Walking 347 309 324 369
Jogging 425 326 337 339

World as they leave the FoV during an approach. Five participants
found that rotating the head towards a target made it easier to focus
on it. Distance did not influence the ease of pointing.

Regarding ease of movement (Figure 10, centre), Head was per-
ceived as harder than Path (𝑝=.045) and World (𝑝=.045). This may
be due to dual-task performance: the harder it is to track the targets,
the less attention is left to give to the movement. Similar results
were found by Mustonen et al. [42] who found that the amount of
cognitive workload was responsible for the deterioration of walking
performance. We also found that Distance had a significant effect.
Participants found it easier to maintain their pace while fixating
on targets located at 3.3m (M = 6) than on targets located at 1m
(M = 5). A possible explanation could be that focusing on farther
targets minimises the parallax effect, thus making it easier to con-
trol the gait. Finally, in our SEQ results (Figure 10, right), Head was
significantly more difficult than Path (𝑝= .008), and World (𝑝=.017).

5 DISCUSSION
Implications for Gaze-based Selection. If gaze is used as an input
modality for pointing, one should take into account both the de-
terioration of tracking fixation accuracy with higher pace and the
effect of reference frame on precision on the go. One possible way to
counter the former is to control the scale of a spatial UI depending
on the current pace. Not only can it potentially make reading of UI
text easier [4] but also increase selection performance [5]. Another
promising approach is to stop using the line of sight as a direct
pointing mechanism altogether and rely on the correlation between
eye movement and a UI control trajectory [68]. It is interesting to
see how this approach works during locomotion, specifically for
HeadDelay where one can assign different parameters of inertia for
different objects of interest to affect their self-motion tracked by the
smooth pursuit system to a greater extent. Using both approaches,
the pointing will depend on the tracking fixation precision. The
use of run-time filtering techniques has been shown to successfully
increase precision [14]. However, simply transferring the filtering
techniques that were developed for use in stationary conditions
to use on the go will not work because of increased noise levels
caused by locomotion itself. More research is necessary to explore
potential run-time filters suitable for use on the move.

The use of dwell time as an activation mechanism should take
into account our results for target acquisition time. Considering
that gaze stabilizes on the target with different speeds, dwell times
shorter than the target acquisition time may lead to the selection
coinciding with a gaze shift. Using the 95th percentile (Table 3) as
the threshold value for fixed or adaptive dwell time [37], can help
minimize such selection error.

Implications for Spatial UI Placement on the Go. If an HMD sup-
ports only rotational tracking (e.g., Xreal Air, Rokid Air Pro, etc.),
HeadDelay can be used for 3D UI placement instead of the Head
reference frame. With it, at the walking pace, 3D UI controls and
information can be fixated as quickly as within Path and negligi-
bly less precise. However, for positionally tracked devices, Path
provides a better alternative. Within it, the speed and precision
with which content can be fixated degrades slower with the higher
pace. It also demonstrates superior precision across various dis-
tances, which can be important if the spatial content is presented
at different depths, be it the placement of 2D widgets [35] or a 3D
visualization [71]. We can speculate that with a longer delay for
linear locomotion the performance of HeadDelay will get closer to
Path because it should decrease the negative influence of the target
self-motion on fixation precision. However, selecting the optimal
amount of delay is something that should be studied additionally.
Our results also indicate that in all these frames of reference, it is
advantageous to place a UI closer to the head fixation position, i.e.
the point where head gaze stabilizes in front of the person during
locomotion.

Although not inherently mobile, the world reference frame pro-
vides 3D content placement that allows for its quick and precise
acquisition. It seems to be especially relevant, when the content
is semantically coupled to the environment, such as visualizations
placed near a whiteboard in an office [10]. One can imagine an
application in which spatial UI is distributed among several refer-
ence frames, e.g., a navigational app where a recommended path
is laid out in World, while a mini-map floats in front of the user
slightly lower than the normal line-of-sight during walking and is
path-referenced — the former is integrated into the surroundings,
the latter is available at a glance and does not occlude the view.

Knowing what we know now, we can speculate about the overall
visual performance of some existing reference frames during linear
locomotion, specifically, the ones proposed by Klose et al. [26]
and in Microsoft MR Design Guidelines [40], and the ’true’ body
reference framewhere torso position is tracked [35, 73]. Klose et al.’s
simulated body reference frame lands itself in between HeadDelay
and Path because within it, content does not move vertically as in
Path but moves horizontally following lateral head oscillation with
a delay as in HeadDelay. It is interesting to see how close it can
get to Path by varying the amount of delay. Microsoft’s solution
that uses a threshold value for reference frame horizontal rotation
should perform on a par or worse than Klose et al.’s because in it 3D
content can be several degrees off the direction of locomotionwhich,
according to our results, has a detrimental effect on overall visual
performance. The ’true’ body reference frame should demonstrate
the lowest performance among these three frames of reference
because on the go human’s torso oscillates left and right, and up
and down, similar to the head, keeping 3D content less stable than
Klose et al. and Microsoft’s solutions do.

Potential Uses for the Path Reference Frame. In AR context, the use
of path-referenced content is advantageous in cases where the user
needs to actively switch attention between the virtual content and
surrounding environment without experiencing occlusion by the
content as in the aforementioned navigational app or, for instance,
during walking meetings [6] where participants might need access
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to the content relevant to their dialog. In line with the Head-Glance
design [35], when information is needed quickly but checked spo-
radically as, for example, today’s schedule, placing it within Path
outside of the user’s FoV can potentially affords fast access without
cluttering the view. When gaze is used as an input modality, path-
referenced UIs afford higher pointing accuracy which is especially
important when the number of options in a UI increases as, for ex-
ample, during eye typing [43]. The same advantages are applicable
in VR context, given that natural locomotion is used. Moreover,
it would be interesting to see whether our findings also stand for
locomotion enabled by omni-directional treadmills.

Limitations & Future Work. Several limitations need to be consid-
ered. Although mainly motivated by use cases for AR on the move,
our study was conducted in VR. The use of VR to simulate AR con-
ditions afforded the control needed to get detailed insight. Other
studies have demonstrated the generalizability of results from VR
to AR [19, 31, 32, 38] and we would expect that our conclusions
generalize accordingly.

We used linear obstacle-free locomotion in our study. While
linear movement is common, real-world movement will naturally
involve variations in speed and direction. Investigating the effect
of spatial reference frames during free-form locomotion along with
studies on their obstacle avoidance ability is the logical next step.
Real usage may also involve situational influences such as wayfind-
ing and obstacles to negotiate. However, research on mobile device
use while walking has shown that people are skilled in adapting
their visual search strategies to incorporate device interaction in a
safe manner [65].

Our study results were obtained with specific hardware, i.e. HTC
Vive Pro’s eye tracker designed by Tobii, on which reported ab-
solute values of both tracking fixation trueness and precision are
predicated. Our conclusions are drawn from relative values of these
measures and thus independent of the device used. The absolute
values of the target acquisition time reported should be robust to
change of the eye tracker as it was calculated based on analysis of
saccadic eye movements.

6 CONCLUSION
In this study, we compared how quickly and accurately users can
acquire and track targets affixed in the world-, novel path-, and
two head-based reference frames with their eyes while moving
along a virtual path with two different paces and while stationary.
Our results demonstrate that the more stable the target relative to
the environment along the axes perpendicular to the direction of
locomotion, the faster and more precise the gaze fixation. On the
contrary, tracking fixation trueness depends mostly on the pace
of movement and changes based on the reference frame in a more
nuanced way. Participants perceived the differences between ref-
erence frames in terms of how hard it was to track targets on the
move. Their subjective assessment corresponds to the objective re-
sults. Our results can be applied in the design of spatial applications
used during physical movement.
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A IMPLEMENTATION DETAILS OF THE
HEADDELAY REFERENCE FRAME

HeadDelay introduces a delay between the head and the targets’
movement. While the end position and rotation of the targets were
the same as with Head, to smooth their movement, we linearly
interpolated their position and spherically interpolated rotation
with the constant speed of 5 (the variables _positionLerpSpeed and
_rotationLerpSpeed below; was selected empirically to resemble a
moderately quick inertia effect) between consecutive frames:
// Simulate inertia by interpolating position & rotation
// from the current state to the desired state
position = Vector3.LerpUnclamped(transform.position,

position, Time.deltaTime * _positionLerpSpeed);
rotation = Quaternion.SlerpUnclamped(transform.rotation,

head.rotation, Time.deltaTime * _rotationLerpSpeed);

It is important to note that we suppressed the movement along
the Z axis, i.e. in depth so that the participant’s body acceleration
and deceleration during locomotion would not bring the targets
closer or further from them, and thus, keeping the targets equidis-
tant.
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